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Abstract. Over the last years, the volume of Earth observation (EO) data in-
creased significantly due to the large number of satellites orbiting the planet.
These data are being used by automatic classification approaches to generate
land-use and land-cover (LULC) products for different landscapes around the
world. Dynamic Time Warping (DTW) is a classical method used to measure the
similarity between two time series. In this context, DTW-based algorithms are
an efficient approach to handle EO time series. These algorithms can be used to
generate meta-features (i.e., new features automatically derived from the orig-
inal features) to improve the performance of classification models. However,
these algorithms have a long processing time and depends on large computa-
tional resources, making it difficult to use in large data volumes. Seeking to
address this limitation, this work presents a full scalable parallel solution to
optimize the construction of remote sensing meta-features. Additionally, a new
classification strategy is presented, in which, the meta-features generated were
used to train and evaluate a Random Forest model. Our results shows that both
approaches leads to improvement in execution time and overall accuracy when
compared to traditional methods.

1. Introduction
The land-use and land-cover (LULC) presents several change dynamics that can be mon-
itored through the analyzes of remote sensing time series [Foody 2002]. Due to the
large number of satellites orbiting the planet, in general, these monitoring initiatives
are using a huge volume of Earth observation (EO) data to produce mapping products
for large areas of earth’s surface, seeking to assist decisions related to food security,
environmental conservation, sustainability, greenhouse gases emissions and deforesta-
tion [Nepstad et al. 2014, Bonan 2008, Bala et al. 2007, Dewan and Yamaguchi 2009].

The Dynamic Time Warping (DTW) [Sakoe and Chiba 1978], is a classic com-
puter science algorithm introduced in the 1970s. It makes use of dynamic program-
ming to measure the similarity between two time series. In the remote sensing con-
text, some DTW-based algorithms were developed to map LULC changes consistently
across the years [Guan et al. 2016, Romani et al. 2010, Maus 2016]. Among these al-
gorithms, the Time-Weighted Dynamic Time Warping (TWDTW) [Maus et al. 2016]
stands out as a method sensitive to seasonal climatic changes in the natural and cul-
tivated vegetation. The TWDTW method is currently used jointly with the k-Nearest
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Neighborhood (k-NN) algorithm, to generate meta-features for LULC classification
[Dadi 2019, Oliveira et al. 2019, Manabe et al. 2018].

Although the TWDTW is effective in analyzing time series, its face some prob-
lems that impact on their performance, which makes it difficult do apply to large vol-
umes of data. In addition, in some regions, the integration between k-NN and TWDTW
presents low accuracy for LULC classifications [Dadi 2019]. More recent works are
exploiting parallel processing to generate meta-features based in the TWDTW, seeking
to obtain better performance when dealing with large datasets. These works also per-
form the classification using more sophisticated machine learning algorithms (e.g. Ran-
dom Forest) to obtain improvements in the classification’s accuracy [Oliveira et al. 2018,
Oliveira et al. 2019, Paiva et al. 2020].

A parallel version of the TWDTW algorithm, called SP-TWDTW, obtained a
speedup of 246 times in relation to the original version of TWDTW in R language and
11 times compared to the sequential version in C ++ [Oliveira et al. 2018]. However, this
version presents a low thread usage and scalability limitations. SP-TWDTW is restricted
to the size of the time series, which negatively impacts its scalability. Considering the
technological advances for new space sensors and the emergence of satellites with high
temporal resolution (e.g. PlanetScope), this limitation may undermine the usage of the
SP-TWDTW algorithm in the future.

This work uses efficient parallelization strategies, using GPU/CUDA architecture,
to propose a new DTW-based algorithm called Rapid-DTW, that computes part of the in-
put data in windows of changeable size. The Rapid-DTW algorithm allows the workload
of each thread to be variable according to the input data, thus reducing the idleness of each
thread, decreasing the cost of synchronization, and removing the limitation regarding the
size of the data input. The experiments carried out showed that the Rapid-DTW obtained
better results in terms of performance when compared to the SP-TWDTW. Thus, it was
possible to compare large sets of time series with various LULC patterns, in a short time,
producing measures of similarity (meta-features). In addition, the result of a Random
Forest model classification is presented using the meta-features generated by the Rapid-
DTW. The Random Forest model showed accuracy improvements in relation to the classic
k-NN learning algorithm used with SP-TWDTW in [Oliveira et al. 2019].

The remaining of this paper is organized as follows. Section 2 presents a brief dis-
cussion of remote sensing time series and related work. Section 3 discusses the classifi-
cation of LULC using meta-features. Section 4 presents the proposed strategy, the Rapid-
DTW, for computing the dynamic programming matrix in parallel. Section 5 presents
the results of the tests and experiments carried out. Finally, in section 6 we present the
conclusions and future work.

2. Time Series Processing: TWDTW and SP-TWDTW
The TWDTW is an extension of the DTW algorithm, and it was designed to work with
remote sensing time series. The TWDTW presents a logistical function capable of dealing
with different seasonality in data, for example, the seasonality during a crop cultivation.
This function is responsible for creating a penalty score in similarities between time series
and recognized patterns that are displaced in time. The TWDTW computes two matrices:
a matrix of weights  and a dynamic programming matrix, called D matrix.
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The weight matrix  is computed through a logistic function based on the differ-
ence (in days) between the identified patterns and their time series. From the result of
the weight matrix  , the algorithm calculates the D matrix, using a recursive sum of the
minimum dynamics, according to Equation 1. Then the algorithm uses the matrix D to
find the path with the lowest cost, thus generating the measure of similarity between the
pattern and the time series.

di,j =  i,j +min{di�1,j, di�1,j�1, di,j�1} (1)

With the increase in the volume of remote sensing time series data, the compu-
tational demand for TWDTW has also increased as its original version was designed to
work sequentially. This makes it difficult to analyze large areas, given the greater volume
of data to be processed [Oliveira et al. 2018].

Due to the high computational cost to run the TWDTW algorithm, a parallel solu-
tion (SP-TWDTW) was proposed in [Oliveira et al. 2018]. This solution is based on the
traditional strategy of computing elements in diagonals in parallel wavefront (Figure 1(a)).
Each diagonal is processed in parallel, given the dependency on previous elements. In this
matrix, the computation of each (i, j) element depends on the (i � 1, j), (i, j � 1) and
(i� 1, j � 1) elements previously calculated, as illustrated in Figure 1(b).

(a) Diagonal strategy. (b) Data dependence.

Figure 1. SP-TWDTW [Oliveira et al. 2018]

SP-TWDTW target a highly multi-threaded GPU, and calculates one element per
thread at each step when computing the D matrix. To ensure correctness, the number
of threads in each block is determined as the size of the main diagonal, which is equal
to the minimum value of the size of the pattern and the size of the time series. Since
this operation is very simple and presents a very low workload for each thread (i.e., each
thread computes only one element of the matrix per step of the algorithm), it causes a
large amount of processing idleness during its execution, thus decreasing performance.
Also, the GPU/CUDA programming architecture is currently limited to 1024 threads for
each block [NVIDIA 2018]. Given this limitation, the SP-TWDTW is not able to work
for values of similarity measures between patterns and time series when both are greater
than 1024.

3. Classification Based on Meta-features
The use of machine learning algorithms for classification of LULC is essential to create
models that enable automated and recurrent mapping. The DTW-based algorithms can
generates similarity measures that can be used as meta-features to carry out classification
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of LULC. These meta-features are agnostic to the classification model and have been used
with some well known classification algorithms.

In most studies, these meta-features are traditionally used as input to the k-
NN [Belgiu and Csillik 2018] algorithm. However, some studies have reported that the
algorithm presents low accuracy when applied in regions with higher data variability
within each class [Dadi 2019]. Recent approaches presents the use of meta-features
in more sophisticated machine learning algorithms, such as Random Forest and Sup-
port Vector Machines (SVM), and have obtained satisfactory results in terms of improv-
ing accuracy [Oliveira et al. 2019, Paiva et al. 2020]. In recent years, the Random For-
est [Breiman 2001] and SVM [Vapnik 1995] algorithms have become a reference for good
remote sensing classifiers [Rodriguez-Galiano et al. 2012, Belgiu and Drăguţ 2016].

In the field of remote sensing, the Random Forest has become the most used
algorithm for classification of LULC, as it presents a simple configuration and ob-
tains good accuracy [Pal 2005, Gislason et al. 2006, Belgiu and Drăguţ 2016]. According
to [Pal 2005] Random Forest’s popularity occurs due to its ability to achieve an accuracy
similar to SVM, along side the ease of usage, with few parameters to be configured by
the user and trivial adaptation to remote sensing data. Some recent works have used Ran-
dom Forest for mapping large areas, showing its effectiveness when working with a large
volume of data [Ayala-Izurieta et al. 2017, Parente and Ferreira 2018, Tsai et al. 2018].

4. Rapid-DTW
The Rapid-DTW, a new DTW-based algorithm, computes the elements of the dynamic
programming matrix using windows of changeable size. The idea is to choose the work-
load performed by the threads at each step of the algorithm, allowing the method to exper-
iment with different window sizes to obtain an ideal configuration for a specific instance
of the problem. This decreases the idleness of threads and the cost of synchronization,
which improves the use of GPU resources, enabling better performance of the algorithm.

The Rapid-DTW changes the flow in which the D matrix is computed. Rather
than performing the computation of the elements in a diagonal flow, as the SP-TWDTW
does [Oliveira et al. 2018], the window strategy performs the computation in elements
within a given window. This results in the computation flow to be carried out vertically,
allowing the dependence of data internally in each window in a sequential manner while
guaranteeing the dependence of data between the windows of elements in parallel. Fig-
ure 2 illustrates the computation flow given the new strategy.

Figure 2. Computation flow of the D matrix with Rapid-DTW.

It is easy to notice that, the larger the window is set, the greater is the workload of
each thread, which implies fewer idle threads in each step of the algorithm. As illustrated
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49



in Figure 3, in each window the thread runs sequentially, ensuring data dependency, while
windows with the same color can be processed in parallel. The window size variability
allows adaptation of the number of threads to be aligned to the size of the input problem.
This variation enables to calculate similarity measures between patterns and time series
for any given size of data entry.

Figure 3. Behavior of threads inside the window.

Due to data dependency inherent to the dynamic programming algorithm, the
number of synchronizations to maintain the correctness of the algorithm is very high.
Therefore, the Rapid-DTW also works with smaller number of threads, thus significantly
reducing the number of synchronizations.

The strategy for computing the programming matrix D is described in Algo-
rithm 1. In lines 1-4, constant variables are defined. In line 2, the window size is cal-
culated according to the number of threads. Two auxiliary variables, auxj in line 7 and
aux in line 23, are used to locate the elements of each window, while the base variable,
declared in line 6, is responsible for keeping each thread within the specified window size.

The for loop in lines 5 to 18 computes the upper part of the matrix, and similarly
the for loop in lines 21 to 35 computes the lower part. The conditionals in lines 8 and
25 control the number of threads working in parallel, while lines 17 and 34 perform
the synchronization. The inner for loops in lines 10 to 15 and 27 to 32 are used to
locate where the elements of the windows are computed in parallel. Finally, an auxiliary
function, update_element(i, j), is used to update each element according to the presented
Equation 1.

5. Experiments and Results
In this section, we will detail the conditions for carrying out the experiments, as well as
the results obtained. In this paper we defined two experiments. The first experiment was
designed to evaluate the performance of Rapid-DTW when compared to SP-TWDTW
and TWDTW in C++. In the second experiment, we applied the generated meta-features
to train and evaluate a Random Forest model for LULC classification. All experiments
were performed on a computer with an Intel Core i7-9700 processor (3.2 GHz and 8 MB
Cache), 16GB DDR4 RAM, and NVIDIA GeForce GTX 1660 Ti video card with 6 GB
GDDR6 of memory with Turing architecture, 1536 CUDA cores, 1770 MHz of frequency.

In the first experiment, the implementations for the Rapid-DTW, SP-TWDTW,
and TWDTW algorithms were executed 10 times in each scenario and the average com-
puted. Moreover, significance tests (paired t-tests) were run to test for significant dif-
ferences, with 95% confidence. The TWDTW and SP-TWDTW codes were obtained
directly from the work published in [Oliveira et al. 2018]. The three algorithms are used
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to generate the meta-features, therefore, this experiment was designed to assess the impact
in terms of execution time when different number of observations patterns and time series
are applied. Thus, in order to compare the execution time of the algorithms and carry out
the experiments with time series of different sizes, input data was generated synthetically
from the MODIS13Q1 database presented in [Maus et al. 2016].

Algoritmo 1: Rapid-DTW - Computation of D matrix

Data:  Weight matrix
y: number of lines
x: number of columns
num_threads: number of threads
Result: D Matrix

1 tid thread id
2 windowSize x/num_threads
3 tidWindow  tid ⇤ windowSize
4 tidWindowaux tid ⇤ (windowSize� 1)
5 for (si = 0; si < y; si++) do
6 base tidWindow + (si� tid) ⇤ x
7 auxj  tidWindowaux
8 if (tid  min(si, x� 1)) then
9 All threads in paralalel do:

10 for (index = base; index < base+ windowSize; index++) do
11 i si� tid
12 j  tid+ auxj
13 update_element(i, j)
14 auxj  auxj + 1
15 end
16 end
17 sync_barrier
18 end
19 si (y � 1� tid) ⇤ x
20 auxj  0
21 for sj  ((x/windowSize)� 2; sj � 0; sj ��) do
22 base tidWindow + si+ windowSize+ auxj
23 aux 0
24 auxj  auxj + windowSize
25 if (tid  min(sj, y � 1)) then
26 All threads in paralalel do:
27 for (index = base; index < base+ windowSize; index++) do
28 i y � tid� 1
29 j  x� (windowSize ⇤ sj)� windowSize+ aux+ tidWindow
30 update_element(i, j)
31 aux aux+ 1
32 end
33 end
34 sync_barrier
35 end

Initially, tests were performed to evaluate the performance of the Rapid-DTW
on datasets with sizes commonly used in the literature for classification using the
MODIS13Q1. In this test, 50 patterns and 1000 time series were generated, with 24
observations for the patterns and 50 observations for the time series. Then, to carry out
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the experiment on larger time series, with the objective to demonstrate our method’s abil-
ity to process time series for the next generation of satellites, another set of 50 patterns,
and 1000 time series with sizes ranging from 48 to 768 observations for patterns and 100
to 1600 observations for the time series was generated. A last data set was created to test
patterns and time series simulating spatial sensors with really high temporal resolution.
In this set, 5 patterns and 10 time series were generated, with sizes ranging from 1536 to
12288 observations for patterns and 3200 to 24800 observations for the time series. The
SP-TWDTW was not used in this last dataset, due to its scalability limitation.

In order to generate the meta-features, the database presented
in [Picoli et al. 2018] was used. This database presents MODIS13Q1 data extracted
from the region of Mato Grosso - Brazil, to classify nine different classes of LULC.
The samples are distributed as follows: Cerrado (400), Cotton-fallow (34), Forest (138),
Pasture (370), Soy-corn (398), Soy-cotton (399), Soy-fallow (88), Soy-millet (235) and
Soy-sunflower (53), totaling 2115 samples with 23 observations of NIR, MIR, EVI and
NVDVI bands each sample. Te meta-features were generated for each point within the
samples using the Rapid-DTW. The meta-features present the distances for each class
(i.e., nine values for each point) bearing in mind that each class represents a pattern.

The Random Forest model was trained using 500 trees, as there was no improve-
ment in the results with the increase in the number of trees. To estimate accuracy, all
experiments were performed using the K-Fold cross-validation technique, with K = 5.
Finally, a matrix of confusion was generated with the producer accuracy (PA), the user
accuracy (UA), and overall accuracy (OA) from the results obtained. The Kappa coeffi-
cient was also calculated in order to analyze a baseline classification result.

5.1. Performance Analysis of Rapid-DTW

Using patterns of size 24 and time series of size 45 all multiple values of the main di-
agonal, which in this case has size 24, were tested. Figure 4 presents the results of this
experiment, in which the Rapid-DTW presented the lower response time overall, during
the computation of the D matrix, specifically 2.4 times faster than SP-TWDTW and 5.3
times faster than TWDTW. The best results were obtained when a 2 elements window
size is applied, which is the smallest multiple of 24. This occurs because the number of
threads per block in this input set is less than 32, which is favored since the CUDA archi-
tecture makes use of warps, with minimum sets of 32 threads that share instructions and
memory. Therefore, for this scenario, reducing drastically the number of threads ends up
harming more than the gain obtained with the decrease of idleness and synchronization
cost, causing a negative result in performance.

The next test was designed to present the execution time of the three aforemen-
tioned algorithms, performing all the necessary steps to calculate the similarity measure.
The results are illustrated in Figure 5(a). Next, Figure 5(b) presents a new set of tests with
pattern and time series sizes over 1024, in which the SP-TWDTW was unable to perform
due to limitation of threads per block in CUDA architecture. We omit confidence intervals
in both graphs for the sake of clarity.

Overall, the performance of Rapid-DTW is better when the sizes of patterns and
time series increase. With the results obtained in the experiments, it was possible to
compare Rapid-DTW versus SP-TWDTW, in which the best performance was obtained
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Figure 4. Execution time of the D matrix by TWDTW, SP-TWDTW and Rapid-DTW

with patterns size 24 and time series size 50.

using the largest data set (768x1600), with an improvement in runtime of 2.9 times faster.
Compared to the sequential version, Rapid-DTW achieved a speedup of up to 28.8 times
on the largest data set (12288x24800). This improvement is due to the computation time
of the dynamic programming matrix, which takes significantly longer than the rest of the
steps, totaling 87% of the runtime.
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(a) TWDTW x P-TWDTW x Rapid-DTW with
window size ranging from 2 to 24.
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(b) TWDTW x Rapid-DTW with window sizes
ranging from 48 to 384.

Figure 5. Runtime of all steps of the algorithms. The blue numbers correspond

to the window size used for the input set. Axis y in logarithmic scale.

5.2. Meta-features classification

The second experiment aims to evaluate the classification accuracy using the meta-
features generated by the Rapid-DTW. In this scenario, the meta-features were applied as
input to the Random Forest algorithm. Each point in the sample presents 9 meta-features
according to the classes to be classified. The Table 1 shows an example of the algorithm
entry for three pixels.

Pixel Cerrado Fallow_Cotton Forest Pasture Soy_Corn Soy_Cotton Soy_Fallow Soy_Millet Soy_Sunflower
1 3,53 4,03 4,00 2,67 3,62 4,45 4,34 3,29 4,07
2 2,62 4,27 2,91 2,22 3,70 4,83 4,59 3,33 4,19
3 1,70 4,08 3,34 1,72 3,31 4,71 4,15 2,70 3,79

Table 1. Example of the meta-features generated by Rapid-DTW as an input vec-

tor for Random Forest.
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Table 2 presents the confusion matrix with the results of this experiment. The
Random Forest model showed an overall accuracy of 84.02% using the 9 meta-features
(Kappa 0.81). The same experiment on the same data set was carried out in the work
of [Oliveira et al. 2019], in which was proposed a combination of SP-TWDTW and k-
NN that obtained an overall accuracy of 78%. Random Forest was able to obtain a better
result, in terms of accuracy, of 6.2% in relation to k-NN, with no addition of new features.

1 2 3 4 5 6 7 8 9 UA(%)
1 Cerrado 375 0 7 16 0 0 0 0 0 94,25%
2 Fallow_Cotton 0 13 0 0 0 5 0 0 0 85,29%
3 Forest 11 0 126 4 0 0 0 0 0 89,13%
4 Pasture 14 0 5 343 2 0 0 7 0 92,43%
5 Soy_Corn 0 2 0 1 326 48 0 44 35 67,34%
6 Soy_Cotton 0 17 0 1 22 333 0 6 2 87,97%
7 Soy_Fallow 0 1 0 0 0 1 81 7 0 89,77%
8 Soy_Millet 0 1 0 5 46 12 7 171 7 66,81%
9 Soy_Sunflower 0 0 0 0 2 0 0 0 9 96,23%

PA(%) 93,75% 38,24% 91,30% 92,70% 81,91% 83,46% 92,05% 72,77% 16,98% OA = 84,02%

Table 2. Confusing matrix of the application of meta-features to Random Forest.

Still in Table 2, it can be seen that according to the producer’s accuracy the
Random Forest obtained good results (PA over 90%) with Cerrado, Forest, Pasture and
Soy_Fallow classes. The agriculture-related classes present similar behavior in their time
series, thus hampering the classifier in differentiating them and consequently obtaining
good accuracy results [Picoli et al. 2018, Paiva et al. 2020].

Finally, given the similarities between the agriculture classes, a new experi-
ment was conducted by merging the classes Fallow_Cotton, Soy_Corn, Soy_Cotton,
Soy_Fallow, Soy_Sunflower into a single class called Agriculture. In this experiment
a better result is observed using only 9 meta-features, in which the classifier managed
to obtain an OA of 96.50% (Kappa 0.94). Regarding the new class of Agriculture, a PA
of 99.59% was obtained. In scenarios where there is no need to typify the classification
of agriculture, the use of this simplification is encouraged given its significant results.
Table 3 shows the confusion matrix for this experiment.

1 2 3 4 UA (%)
1 Cerrado 375 7 16 0 94,25%
2 Forest 11 127 3 0 89,86%
3 Pasture 14 4 337 5 93,78%
4 Agriculture 0 0 14 1202 98,84%

PA(%) 93,75% 92,03% 91,08% 99,59% OA = 96,50%

Table 3. Confusion matrix of the application of meta-features simplifying the

agriculture classes.

6. Conclusions and Future Work
Given the large number of satellites being constantly launched into Earth’s orbit and
their increasingly powerful sensors, it is expected that the sizes and quantities of re-
mote sensing time series continue to increase in the near future. However, the compu-
tational cost to process this volume of data should also increase proportionally to the
size and quantity of time series. The future of Remote Sensing may depends on the
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exploitation of high performance computing for the efficient processing of this huge
volume of data [Houborg and McCabe 2018, Hansen and Loveland 2012, Plaza 2008,
Camara et al. 2016]

In this work, the Rapid-DTW algorithm was presented, exploiting parallel pro-
cessing for dealing with remote sensing data and applying the generated meta-features
into the classification of land use and cover, demonstrating the potential of high perfor-
mance computing techniques in the area of remote sensing. The conducted experiments
shows that the Rapid-DTW presents significant improvement on runtime over traditional
methods regarding the generation of meta-features.

Additionally, this work also proposed the application of the generated meta-
features into the Random Forest, a state-of-the-art classifier. The experiments reported
an improvement of 6.2% in overall accuracy when compared to the traditional k-NN. The
results also encouraged a new experiment in which the agriculture related classes were
merged into a single class, which lead to a significant overall accuraccy of 96.5% using
the nine generated meta-features.

The use of Rapid-DTW in conjunction with the Random Forest algorithm allowed
the analysis of a classification methodology capable of generating good accuracy results
with few characteristics. Rapid-DTW is the first step towards creating an application ca-
pable of generating meta-features for various data from satellite time series. Once meta-
features are generated for a given set of data, they can be used in various classification
analyzes. These meta-features can also be used in several other classification methodolo-
gies, being incorporated into the input vectors of the machine learning algorithms.

However, there are some limitations to this work. This methodology does not deal
directly with the satellite images. Therefore, all inputted data must be pre-processed in
order to create a table with the time series data and their patterns. In future work, we pro-
pose the application of our method in different regions in order to verify its performance
in runtime and accuracy. For that, we intend to create a method to directly process the
satellite images and input its results to Rapid-DTW into a more complete methodology.
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