
The Web as a Data Source for Spatial Databases

KARLA A. V. BORGES
��� �

, ALBERTO H. F. LAENDER
�
, CLAUDIA B. MEDEIROS

�
,

ALTIGRAN S. DA SILVA
�

AND CLODOVEU DAVIS JR.
�

�
UFMG - Federal University of Minas Gerais – Department of Computer Science
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Prodabel – Empresa de Informática e Informação do Municı́pio de Belo Horizonte

Av. Pres. Carlos Luz, 1275 - 31230-000, Belo Horizonte, MG, Brazil�
karla,Clodoveu � @pbh.gov.br

Abstract. With the phenomenal growth of the WWW, rich data sources on many different subjects have become
available online. Some of these sources store daily facts that often involve textual geographic descriptions. These
descriptions can be perceived as indirectly georeferenced data - e.g., addresses, telephone numbers, zip codes and
place names. Under this perspective, the Web becomes a large geospatial database, often providing up-to-date
local or regional information. In this work we focus on using the Web as an important source of urban geographic
information and propose to enhance urban Geographic Information Systems (GIS) using indirectly georeferenced
data extracted from the Web. We describe an environment that allows the extraction of geospatial data from Web
pages, converts them to XML format, and uploads the converted data into spatial databases for later use in urban
GIS. The effectiveness of our approach is demonstrated by a real urban GIS application that uses street addresses
as the basis for integrating data from different Web sources, combining these data with high-resolution imagery.

1 Introduction

With the phenomenal growth of the World Wide Web, rich
data sources on many different subjects have become avail-
able online [15]. Some of these sources are relevant primar-
ily to communities within a specific geographic region. For
instance, Web sites containing information on restaurants,
theaters, movies, and shops concern mostly Web users who
dwell in the neighborhood of these locations [4]. Further-
more, they often include indirectly georeferenced data such
as addresses, telephone numbers, zip codes, place names,
and other textual geographic descriptions. By indirectly
georeferenced data we mean spatial data with no associ-
ated coordinate (x,y) data. Nevertheless, this kind of data
can be converted to positional data using, for example, ad-
dress matching functions [3]. Indirectly georeferenced data
abound on the Internet. Thus, the Web can be seen as a
large geospatial database that often provides up-to-date re-
gionally relevant information.

In spite of being publicly and readily available, Web
data can hardly be properly queried or manipulated as, for
instance, traditional and spatial databases [8, 15]. To ma-
nipulate Web data more efficiently, some researchers have

resorted to ideas taken from database techniques. Web
sources are usually formed as HTML documents in which
data of interest (e.g., public facilities) is implicit. Their
structure can only be detected by visual inspection and is
not declared explicitly. In most cases, such data are mixed
with markup tags, other strings, and in-line code. Thus,
it is difficult to gather and to use only the data of interest.
Furthermore, the structure of most data on the Web is only
suggested by presentation features. Therefore, almost all
Web data are unstructured or semistructured [1], and can-
not be manipulated using traditional database techniques.
In order to overcome this problem, a possible strategy is
to extract data from Web sources to populate databases for
further handling, for instance, by using special programs
called wrappers [8, 15]. As shown in this paper, an analo-
gous strategy can be applied to extract geographic context
from Web pages to populate spatial databases, thus provid-
ing means for supporting new location-based Web services.

In this work we focus on using the Web as an impor-
tant information source for human and urban geographic
information. Information about cities is currently being ac-
cumulated as online digital contents both in an urban Geo-



graphic Information System (GIS) and in local Web pages.
An urban GIS stores information about cities, including ge-
ographic attributes; Web pages store daily life information
relevant to local Web users [10]. The idea behind our work
is that it is possible to enhance an urban GIS using indi-
rectly georeferenced data and information extracted from
the Web. The resulting data can be used to build new GIS
applications or to update spatial databases.

It is important to notice that both data acquisition
and updating in urban environments are costly and time-
consuming. In developed countries, especially in the USA,
there are usually governmental nation-wide efforts to gen-
erate and to maintain address databases. The US Census
Bureau, for instance, maintains and distributes at a very
low cost its TIGER (Topologically Integrated Geographic
Encoding and Referencing) files, in which street addresses
are coded as a set of attributes for segments of street cen-
terlines. The result is a considerable amount of freely avail-
able structured geospatial data. In emergent countries, on
the other hand, the situation is quite the opposite because of
the associated costs and the lack of policies that enforce the
updating and integrity of geographic databases. In Brazil,
the collection of geospatial data has been systematically
hampered by budget limitations. Brazilian local govern-
ments have to oversee large areas, and their budgets must
respond to priorities other than updating spatial databases.
Therefore, there is a need for ingeniuos solutions to imple-
ment low-cost geographic data collections. The fact that
Brazil has the largest Web network in Latin America, along
with the increasing number of local governments with ded-
icated Web pages, suggests that our solution can be effec-
tively implemented and will help diminish the lack of up-
to-date geographic information at the regional level.

In this paper we present an environment that allows
the extraction of geospatial data from Web pages. The so-
lution also makes the conversion to a suitable format (in our
implementation, XML) and uploads the converted data into
spatial databases for later use in urban GIS. Our approach
focuses specifically on the integration of data from distinct
Web sources, urban GIS, and high-resolution imagery, us-
ing street addresses as the basis for integration. This so-
lution has several advantages. First, addresses are natural
keys to accessing urban GIS and they are most common the
form of spatial localization used by general public in Web
pages. Second, in urban planning it is difficulty to closely
monitor the evolution of citywide activities and phenomena
and, by using our solution, Web data sources can be used
as geographic knowledge bases. Furthermore, it provides
a simple and inexpensive solution for keeping geospatial
databases up-to-date.

The remainder of this paper is organized as follows.
Section 2 discusses related work. Section 3 describes our
approach to extract address data from Web sources. Sec-

tion 4 describes an implemented case study, which inte-
grates Web data into GIS in a real application for the city
of Belo Horizonte, Brazil. Information from Web sources
is combined with high-resolution imagery, to enhance an
urban GIS. Finally, Section 5 presents conclusions.

2 Related Work

Recently, many research efforts have been conducted on
the recognition and use of geospatial information from Web
sites. It has been demonstrated that discovery and exploita-
tion of geographic information in Web pages is quite feasi-
ble, and exploitation of such information provides a useful
new paradigm for the navigation and retrieval of Web infor-
mation [17]. Some techniques are proposed for extraction
of the geographical context of web pages, based on the oc-
currence of text address and post codes, place names and
telephone numbers. Kambayashi et al. [13] divide these
efforts into three categories. The first category – map-
enhanced Web applications – uses maps as a user-friendly
interface for the Web, thus making it possible to handle ge-
ographic data through usual Web browsers [10, 12, 17, 18].
The second category exploits geographic location informa-
tion that is found on Web pages. This information con-
sists of place names, latitude/longitude pairs, postal ad-
dresses, and so on, used to classify and to index Web
pages [3, 4, 6, 12, 18]. The third category focuses on
the integration of Web information and geographic knowl-
edge [13, 12]. Some approaches belong to more than
one category. In addition to the initiatives referred in this
section, there are some commercial sites which have re-
cently started offering a geographic search capability. In
these sites it is possible to locate places of interest in the
vicinity of a given address and to navigate to their Web
sites [7, 9, 11, 19, 20]. Yet, these sites have been built to lo-
cate business Web pages, which are previously stored in the
search site’s database. Furthmore, they cannot recognize
alternative names for the same place or informal names.

Our approach differs from the ones just mentioned be-
cause we use Web data as a source for the improvement
of geographic knowledge on the city, which includes be-
ing able to populate and enrich urban GIS databases using
information extracted directly from the Web. Our main mo-
tivation is to take advantage of Web data, a rich source of
local information, as well as to offer an alternative for the
creation of new GIS data, since data acquisition costs are a
very important issue [16].

3 Obtaining Spatial Information from Web Sources

To make it possible to create an environment to integrate
Web pages to spatial location information, we had to meet
several challenges. The first was to extract indirectly geo-
referenced data in textual form (such as postal addresses)



from the contents of Web pages. We stress that such in-
formation, when available, is implicit and occurs as any
other ordinary string mixed with HTML markup. In GIS,
the process of recognizing geographic context is referred to
as geoparsing, and the process of assigning geographic co-
ordinates is referred to as geocoding [17]. This section dis-
cusses the efforts to geoparse and to geocode Web pages.
The extracted addresses act as keys to the geocoder.

The second challenge was to establish ways for trans-
forming the extracted spatial location information in the
form they are provided by the generic public to the form
they are stored in a typical GIS. After that, a set of geo-
graphic coordinates corresponding to the addresses can be
obtained, using an address matching function. Finally, the
extracted information was inserted into the GIS database
and superimposed on high-resolution imagery or maps.

The basic procedure for our application is (1) to crawl
Web sites to collect the pages containing data of interest, (2)
to geoparse the collected pages to extract geographic indi-
cation and the relevant data, (3) to make the data available
in an suitable format (in our case, XML), (4) to geocode
the addresses into a coordinate system, (5) to update the
GIS database and, finally (6) to integrate information from
several geospatial data. The resulting system can be used by
municipalities, users with some kind of urban GIS database,
or geographic database designers.

This section describes how step 2 can be accom-
plished by deploying the DEByE (Data Extraction By Ex-
ample) [14] example-based approach to automatically ex-
tract semistructured data. This approach is more convenient
for our application because it lets the user specify a target
structure for the data to be extracted. Furthermore, the user
might be interested in only a subset of the information en-
coded in the page. Moreover, DEByE does not require the
user to describe the inherent structure of a whole page.

3.1 The DEByE Tool

DEByE is a tool that has been developed by the UFMG
Database Group to generates wrappers for extracting data
from Web pages. It is fully based on a visual paradigm,
which allows the user to specify a set of examples for the
objects to be extracted. Example objects are taken from a
sample page of the same Web source from which other ob-
jects (data) will be extracted. By examining the structure of
the Web page and the HTML text surrounding the example
data, the tool derives an Object Extraction Pattern (OEP), a
set of regular expressions that includes information on the
structure of the objects to be extracted and also the textual
context in which the data appear in the Web pages. The
OEP is then passed to a general-purpose wrapper that uses
it to extract data from new pages in the same Web source,
provided that they have structure and contents similar to

Web Source
Sample Page

User

Target Pages
Web Source

Extracted Objects

DEByE

Object Extraction
Patterns

GUI

Extractor

Figure 2: Modules of the DEByE tool and their role in the
data extraction process

the sample page, by applying regular expressions and some
structuring operations [14]. DEByE currently operates as
a Web service, to be used by any application that wishes
to provide data extraction functionality to end users. For
general data extraction solutions, a DEByE interface based
on the paradigm of nested tables is used, which is simple,
intuitive, and yet powerful enough to describe hierarchical
structures that are very common in data available on the
Web. The sample pages are displayed in the upper window,
also called the source window. The lower window, also
called the table window, is used to assemble example ob-
jects. The user can select pieces of data of interest from the
source window and “paste” them on the respective columns
of the table window. After specifying the example objects,
the user can select the “Generate Wrapper” button to gener-
ate the corresponding OEP, which encompasses structural
and textual information on the objects present in the sam-
ple page. Once generated, this OEP is used by an extractor
module that will perform the actual data extraction of new
objects and then will output them using an XML-based rep-
resentation. DEByE is also capable of dealing with more
complex objects, by using a so-called bottom-up assembly
strategy, explained in [14]. Figure 1 shows a snapshot of
a user session with an example object in the lower window
(table window) and the extracted objects showed in HTML
format in the upper window. Figure 2 presents an overview
of the whole DEByE approach. The two modules called
Graphical User Interface (GUI) and Extractor compose the
DEByE tool.

3.2 Geocoding Process using Addresses

One obvious source of geospatial information is the postal
address, which is universally used to facilitate the deliv-
ery of physical mail to a specific location around the world.
Though recognition of addresses is a fairly studied problem,
it is complicated by the fact that formatting standards vary
considerably from one country to another [17]. Further-
more, in the same country it is common to have variations
for the encoding of the same address. The postal address
may or may not have fields for each addressing component,



Figure 1: Snapshot of an example specification session with the DEByE Interface

such as thoroughfare type (street, avenue, plaza, and so on),
thoroughfare name, building number, neighborhood, city,
state, country, zip code, and possibly others. Thus, recog-
nizing address data from Web pages is complicated, since
there are no fixed rules for specifying address fields.

Addresses in Web pages are typically segmented into
comma-delimited fields or line breaks, and sometimes in-
formation such as the country is omitted. This broad vari-
ation in abbreviations, punctuation, line breaks, and other
features that are used to express the same address makes
the parsing process more complicated [3, 17]. Even though
our approach takes advantage of user-provided examples to
recognize and to extract addresses it is not easy to separate
the fields that compose the address correctly. Therefore, our
strategy is to extract the address without worrying about di-
viding it into fields. Once an address has been extracted,
it must be parsed into a consistent format in order to be
searched for in the addressing database. Thus, we postpone
the parsing problems that normally arise until we get to the
geocoding step. The most frequent problems include mis-
spellings, format variations, different names used for the
same location, and coincidental names for different thor-
oughfares. The geocoding process includes three phases:
(1) the treatment of the semi-structured alphanumeric ad-
dresses that have been extracted from the Web, (2) the es-
tablishment of a correspondence between the structured ad-
dress and the addressing database (the matching phase), and
(3) the actual assignment of coordinates to the event (the lo-
cation phase).

Starting from structured addresses, actual geocoding

can be performed in several ways, depending on the avail-
able addressing information. In order to be able to perform
the parsing, matching, and locating tasks, the geocoding
process needs to have access to a database in which in-
formation about the addressing system are stored. There
are two basic categories of information in such a database.
The first category is comprised of the actual addressing in-
frastructure, with objects such as point-georeferenced indi-
vidual addresses and street centerlines with address ranges.
The second includes any additional information items that
can be used to resolve ambiguities or as a rough geographic
reference in case the address, for any reason, cannot be lo-
cated in the first category. This includes elements such as all
sorts of spatial reference units (area objects that correspond
to artificial borders, such as neighborhood limits, districts,
ZIP areas, municipal divisions, and so on), along with a cat-
alog of reference points known by the citizens. This catalog
can contain what we call “reference places”, i.e., popularly
known spots in a city that can be referenced by name only,
points that are so easily recognized by the population that
their location does not require a formal address. Of course,
the addressing database can be rather incomplete, depend-
ing on the available data about a given city or location.
Our goal is to accommodate this by trying to geocode at
the most precise level first, and, if that is not possible, suc-
cessively resorting to less precise geocoding methods until
some location can be established.

Since we do not assume any particular structuring in
the incoming address, we must be able to determine the
structure by analyzing the string of text corresponding to



it. The objective of this process is to create a structured tu-
ple containing every significant piece of information from
the original address string. If necessary, addressing ele-
ments found in the string are normalized or adjusted be-
fore becoming fields in the tuple. This process is called
the geoparsing of the original address. The algorithms that
can be used in the parsing of the address are very similar
to the ones used in programming languages in order to as-
sess the syntax of a language construct. The string gets
initially divided into tokens, considering whitespace char-
acters (blanks, commas, points, hyphens, and so on) as de-
limiters. The resulting set of tokens is then analyzed se-
quentially, in an attempt to determine the function of each
one of them. The analysis of each token uses the address-
ing database, in order to establish hypotheses as to what
is the function of each term (token) in the original ad-
dress. The token functions we look for are (1) Thorough-
fare type: street, avenue, plaza, boulevard and so on, along
with their usual abbreviations; (2) Thoroughfare name: the
name popularly associated with the thoroughfare; thor-
oughfare names can also have shortened versions, popular
nicknames, and older names that need to be taken into con-
sideration; (3) Street number: number that is usually posted
at the door of each building, to indicate a sequence within
the thoroughfare; (4) Neighborhood : name of any intra-
municipal division that is used to identify distinct regions
within the city’s limits and (5) additional data, such as city
name, state, and postal code. The result of the parsing is a
set of fully structured addresses, in which there are fields
for each of the components identified. One a postal ad-
dress has been recognized and parsed it must be geocoded
into coordinate system such as latitude and longitude. The
matching function requires a thoroughfare code for each of
address extracted and parsed. All the problems previously
mentioned must be solved in this phase. This is important
because there can be redundant names, i.e., more than one
street can have the same name, possibly in different neigh-
borhoods. Also, there is no guarantee that the thorough-
fare names resulting from the parsing process are complete,
correct, or even existent. However, there can be situations
in which the thoroughfare name alone cannot determine a
single thoroughfare code, like in the case of homonymous
streets. We must then be able to resort to additional infor-
mation, such as a postal code or a neighborhood name, in
order to establish the correct thoroughfare code association.

After the geocoding task, data objects extracted from
Web sites can be stored in a spatial database. These ob-
jects represent entities in the real world, like restaurants,
hotels and museums. Each object has a set of attributes
(e.g., name, street, phone, URL) and a position in the GIS.

4 An Application Experience - The Case of Belo Hori-
zonte

We chose to work with a spatial database from the local
government of Belo Horizonte. Belo Horizonte was one of
the first Brazilian municipal administration to develop an
urban GIS. The city’s database includes 400,000 individual
addresses and 0.40-meter resolution images. These two fac-
tors, plus the vast amount of information about the city on
the Internet, enabled us to develop a prototype application
for Belo Horizonte to validate our proposal.

The data integrated by our application comes from
six different sources: Belo Horizonte’s high-resolution im-
agery (available at www.belohorizonte.com.br), Belo
Horizonte urban GIS data, and four distinct Web
sites (www.passeiolegal.com.br, www.terra.com.br,
www.inbh.com.br, www.comidadibuteco.com.br). The
selected sites provide information about hotels, eleven
categories of restaurants, pubs, museums and other cultural
attractions, consulates, advertising agency, flower shops,
movie theaters, theaters, clothing stores, libraries, hospitals
and emergency room. A subset of pages available in each
site was collected amounting 65 pages and 540 objects.

We next used the DEByE tool to parse the collected
pages, extracting the names of points of interest and their
addresses (Figure 1). The set of extracted data were then
coded in an XML-based format.

In order to geocode the extracted addresses, we must
transform them into the format in which they are stored in
the Belo Horizonte’s addressing database. The result is a
set of fully structured addresses containing (1) thorough-
fare type (street, avenue, plaza, boulevard and so on), (2)
thoroughfare name, (3) building number, (4) neighborhood
or other types of complementary information.

Each postal address recognized and parsed was next
geocoded using an address matching function. Finally, all
data extracted from the Web pages where these addresses
were recognized were stored in a spatial database and as-
signed (x,y) coordinate points.

As a result, we extended Belo Horizonte GIS database
with twenty eight news tables. The attributes of these ta-
bles were: place name, thoroughfare type, thoroughfare
name, street number, neighborhood and individual address
assigned code. The results of experiments are summarized
in Table 1. Column “Pages” contain the number of pages
collected in each site, column “Objects” contain the num-
ber of objects in each site, column “Extracted” contain the
number of objects extracted, column “Exact” contain the
number of the addresses matched with exact locations in
the addressing database, column “Close” contain the num-
ber of addresses which were placed at the numerically clos-
est address on the same street or at an approximate loca-
tion, based on a reference point, and the last column “Not
Found” contain the number of addresses which could not be



Figure 3: Integration of urban information from Web pages
with geographic databases and high-resolution imagery in
a GIS environment

located. As for the geocoding, 90% of the addresses were
matched by exact locations. The remaining 8% were placed
at the numerically closest address or at a reference point.
Some objects could not be located because their addresses
were incomplete or inexistent (2%).

The new geographic features were overlapped to high-
resolution imagery in the GIS, thus allowing for many kinds
of maps to be produced by integrating points located from
the Web sites to existing GIS data (Figure 3). This allowed
integrated browsing of all facilities within an area. For ex-
ample, the Web site www.passeiolegal.com.br (one of our
Web data sources) provides information about restaurants
and hotels. However there is a specific page for each cui-
sine type and a separate page for hotels. This prevents a
user to get information on all restaurants near a hotel, since
the site allows the user to search only one subject at a time.
Our solution solves this problem. Another form to visualize
all extracted data is a new geographic page. This approach
provides an opportunity to create a new information space
for everyday life. We use Alov Map [2], a free software, to
publish our GIS data in the internet (Figure 4).

5 Conclusion and Future Work

In this work we focus on using the Web as an important
source of urban geographic information and propose to en-
hance urban GIS using indirectly georeferenced data ex-
tracted from the Web. We describe an environment that
allows the extraction of geospatial data from Web pages,
converts them to XML format, and uploads the converted
data into spatial databases for later use in urban GIS. Our
proposal is centered on the integration of urban informa-
tion from local Web pages with geographic databases and
high-resolution imagery in a GIS environment. All Web
pages that refer to public spaces including, for instance,
restaurants, schools, hospitals, shopping centers, and the-
aters, can be collected, their data extracted and associated
with the city’s map. Integration with existing GIS data will

Figure 4: Web browser showing hotels, typical restaurants
and cultural attractions extracted from Web sources and
Schools extracted from spatial database

allow, for instance, urban planners to have a more realistic
view of the city, with the actual distribution of its services.
The effectiveness of our approach is demonstrated by a real
urban GIS application that uses street addresses as the basis
for integrating data from different Web sources, combining
them with high-resolution imagery. Although still prelimi-
nary, the results obtained with our application prototype are
encouraging.

Our future work includes the use of ontology-based
tools to automatically recognize the indications of the urban
geographical context of Web pages, including the recog-
nition of addresses, ZIP codes, reference place names,
and popular names for urban locations, for which the user
would not have to provide examples as shown here. An-
other line of work involves proposing a way to assign geo-
graphic locations to local Web pages, in which the location
of the page’s subject is stored within the HTML code. This
can provide means to index Web pages according to their
geographical location(s). In this approach, coordinates or
other forms of geographic reference can be retrieved from
Web pages and be included in a spatial index. This spatial
index can be used to improve the retrieval process; users
would be able to provide the usual keywords, along with
place references in which their interest lies. This can also
have an important effect on the tools and resources that can
be used to update spatial databases, using information avail-
able in the Internet for that. We are also working on inte-
grating data extracted from multiple sources [5] in order to
improve the geocoding process. Web sources might over-
lap (an attribute may be available from several sources) or
contain replicated data. An appropriate integration of such
sources will contribute to decrease the efforts of geocoding,
thus improving data quality.



Table 1: Experimental Results
Site Pages Objects Extracted Exact Close Not Found

www.passeiolegal.com.br 12 122 122 120 - 2
www.terra.com.br 2 52 52 48 4 -
www.inbh.com.br 38 277 277 237 33 7

www.comidadibuteco.com.br 13 89 89 83 6 -
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