
Proceedings
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Preface

GEOINFO 2021

This volume of proceedings contains the papers presented at the XXII Brazilian Symposium on Geoinformatics,
GEOINFO 2021. The Earth Observation and Geoinformatics Division of the National Institute for Space Re-
search (INPE) and the Cartography Department of the State University of Rio de Janeiro (UERJ) organized this
edition. Due to the uncertainties of the COVID-19 pandemic GEOINFO 2021 was again entirely online. But once
more, the GEOINFO community attended the Symposium and engajed in exciting virtual discussions.

In this year’s edition, a program committee reviewed eighty four high-quality submissions and selected nineteen
full papers, eleven short papers, and two software demonstrations for oral presentation during the Symposium. One
hundred and twenty researchers, students, and professionals from 24 different institutions authored the accepted
papers. We express our gratitude to the GEOINFO 2021 Program Committee members, that devoted their time to
help us to select the papers presented in this edition.

Moreover, this year the GEOINFO community enjoyed three keynote talks: Dr. Baudouin Raoult from the
European Centre form Medium-Range Weather Forecast (ECMWF) presented the talk Copernicus Climate Data
Store; Dr. Joana Simoes from the Open Geospatial Consortium (OGC) delivered the keynote Geospatial data on
the web (in the era of REST, JSON and OpenAPI) and, finally Prof. Dr. Antonio Tommaselli from the São Paulo
State University (UNESP), presented the talk Photogrammetry Meets Proximal Remote Sensing. So once again, we
had an excellent program for the GEOINFO 2021 that could be accessible from the digital platform used to hold
the Symposium and broadcast live on YouTube.

We appreciate the support from the Sociedad Latinoamericana en Percepción Remota y Sistemas de Información
Espacial - chapter Brasil (SELPER Brazil) that broadcasted GEOINFO 2021 online on its YouTube channel. And
the Brazil Data Cube (BDC) project that sponsored the online platform used in the Symposium. We thank Luciana
Mamede for her help with these platforms.

Finally, we want to thank the GEOINFO community, which showed its resilience in these difficult times of
pandemic, as well as its capacity to adapt to the online mode to continue the GEOINFO Symposium series.

Alan José Salomão Graça, UERJ
Program Committee Chair

Lubia Vinhas, INPE
General Chair
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Juliana A. Araújo, Allan H. L. Freire, Ricardo Dalagnol, Lênio S. Galvão 37

Lightning-induced wildfire in Serra do Cipó National Park
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Forest Classification
Philipe S. Simões, Marionei F. de Sousa Junior, Tânia B. Hoffmann, Leila M. G. Fonseca,
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A Framework for the Generation of the Rainwater Flow 

Model in Streets 
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Kennedy da Costa Teixeira1, Clodoveu Augusto Davis Júnior2, Mario Arthur 

Sclafani Pujatti2 
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mario_arthur_spujatti@hotmail.com 

Abstract. Urbanization in Brazilian cities often occurs without adequate planning. An 

example of this are urban drainage systems, that usually do not receive the proper 

attention from the public authorities. Therefore, drainage systems are often improvised or 

constructed in an emergency or provisional way, without adequate study. Furthermore, 

climate change has an impact in the dimensioning of such systems, and urban flooding 

tends to be more frequent. This work presents a framework that can be applied in any city 

to allow the user to identify, in their area of interest, critical regions that tend to receive 

greater water load during rainfall. The work is developed by associating two open 

software packages: QGIS and SWMM. The tool receives files with altimetric data 

(Digital Elevation Model) and shapefiles that represent the streets. The system generates 

a stormwater runoff model using the streets as the main drainage channels, allowing the 

identification of the segments that are likely to receive the highest volumes of stormwater. 

The tool can be used in support of public policies to prioritize urban drainage in specific 

and possibly critical areas. A case study in regions with known urban flooding problems 

in the city of Belo Horizonte in Minas Gerais is presented. Results are compared with 

reports of urban flooding in the city and prove to be consistent in identifying streets with 

a greater tendency to receive more water, with consequent impacts for the local 

population. 

Keywords: geoprocessing, GIS, urbanization, runoff, public management, 

urban drainage. 

 

1 Introduction 

In recent years, the urbanization process has been accompanied by profound changes in 

land use and occupation. Often, this occupation may result in uncontrolled environmental 

impacts and landscape changes. Frequent patterns of land use and coverage, with more 

waterproof surfaces, make the analysis of the hydrological cycle complex and, 

consequently, make it difficult to produce information about the behavior of surface 

runoff, which is essential in the urban appropriation process. From this perspective, the 

growing urbanization process provides certain impacts on the intra-urban drainage 
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network, associated with the change in the peak flow and the increase in surface runoff 

(Alves et al., 2011).  

These impacts, according to Tucci (2005), have deteriorated the population's 

quality of life, due to the increase in the frequency and level of floods, the reduction in 

water quality and the increase of solid materials in rainwater runoff. Furthermore, fast 

transformations caused by urbanization generate changes in the quality of the landscape, 

environmental degradation, irregular occupation and reflect deficient planning in urban 

management (Ono et al., 2005). 

According to Vieira (2006), conventional techniques, when applied to monitoring 

urban expansion and to the occupation of urban areas, have not been able to keep up with 

the speed with which these events happen. Therefore, it is necessary to emphasize the 

need to search for new methods, using more adequate technologies to detect, in near real 

time, urban expansion and the resulting environmental changes. 

 This work intends to help guide public policies aimed at the construction of 

drainage systems. Objectively, we propose a tool that is able to semi-automatically 

identify, in an area of interest, regions that are subject to a greater water load due to the 

local topography, in addition to showing the tendencies for water flow direction. 

This study uses altimetric data, in the form of a Digital Elevation Model, which 

allows the identification of slopes, peaks and valleys which, associated with the street 

map, define a rainfall runoff model based on existing drainage pipes or on superficial 

flow on the streets of the study region. This model is analyzed in Storm Water 

Management Model (SWMM)1 to simulate the flow of water in a scenario of intense 

rainfall, thus identifying the regions of attention. 

2 Related Works 

Urban drainage systems design requires understanding several related issues, and 

correlating them to the local terrain characteristics. Surface runoff potential in urban 

environments can be generated using the curve number model, developed by the Soil 

Conservation Service (SCS)2. A previous study (Alves et al., 2011) used this model in the 

city of Santa Maria (RS), combining information from land use and occupation to soil 

types found in the basin. Results indicate that surface runoff potential maps are a good 

instrument for identifying potential flooding areas according to rainfall conditions 

throughout a municipality, although the direction of runoff flow in the streets has not been 

considered.  

  Another approach is the construction of a flood risk graph to relate the volume 

and duration of the rainfall to the possibility of overflowing in a water body. A 

methodology for that purpose is introduced by Siqueira et al. (2019), along with a case 

study from the Cachoeirinha neighborhood in the city of Belo Horizonte (MG). Building 

the graph requires determining the land use types in the watershed, data on the drainage 

network and a local equation of intensity, duration and frequency of rainfall. The graph 

produced by for the case study presents results that are consistent with actual rainfall data. 

However, the implementation of the entire method in a semi-automatic way is not 

explored, and the study also does not analyze the volume of stormwater that flows in the 

city's streets. 

 
1 https://www.epa.gov/water-research/storm-water-management-model-swmm 
2 https://www.scs.nsw.gov.au/ 
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  Simulations can also be used to mitigate damage caused by urban flooding. Silva 

et al. (2013) compare several such methods applied to some regions of the city of 

Barreiras (BA). Geoprocessing techniques with street data and contour lines are required 

to prepare the data that is needed to feed the SWMM software. In that research, authors 

seek to test possible solutions to mitigate the consequences of flooding, but techniques 

for identifying risk areas are not developed. SWMM can also be used to run quantitative 

simulations of the surface stormwater runoff (Lima et al., 2017). Geographic information 

can be prepared in QGIS3 to generate flood hydrographs, and SWMM is used to generate 

a concise hydrological model, including a rainfall-runoff curve that facilitates the 

analysis. Lima et al. (2017) present a study in the sub-basins delimited over the 

municipality of Sobral (CE), each covering areas ranging from 7.2 to 1080 hectares. 

However, that work does not develop the simulation of the flow through the streets, but 

through the natural features of the terrain. 

  The work presented here differs from the previous ones by designing and 

implementing Python code to integrate QGIS geoprocessing tools so that a SWMM input 

file can be automatically created. From this file, SWMM is used to create a runoff map, 

considering elevation and street geometry in the study area to determine the expected 

behavior of stormwater on the streets. The resulting analysis allows the identification of 

the areas that are more prone to flooding. 

3 Methodology 

3.1 Used Programs  

For the development of this work, the free software packages QGIS and SWMM, were 

used. In addition, the plugins Open Street Map and Dzetsaka were used in QGIS. 

QGIS is open-source software that consists of a geographic information system 

that allows the visualization, editing and analysis of georeferenced data, in addition to 

executing several useful algorithms in the field of geoprocessing. 

The Storm Water Management Model – SWMM, from the United States 

Environmental Protection Agency (US EPA), is a software that uses a dynamic rainfall-

runoff simulation model, which can be used for urban drainage management, simulating 

the quantity and quality of the water runoff, especially in urban areas. It can be used both 

for the simulation of a single rainy event and for a continuous long-term simulation. In 

this work, the translated version of the software was used. The current SWMM translation 

into Portuguese refers to the original English version 5.00.22 and was carried out by the 

Federal University of Paraíba (UFPB). This version can be downloaded from the page of 

the Laboratory of Energy and Hydraulic Efficiency in Sanitation at UFPB. 

The Open Street Maps4 (OSM) plugin can be installed on QGIS. This project 

offers maps for thousands of websites, mobile apps and hardware devices.  

Dzetsaka is another plugin within QGIS that enables semi-automatic classification 

of satellite images. Thus, it is possible to identify the use and occupation of the soil and 

to determine its permeability. 

 
3 https://www.qgis.org/ 
4 https://www.openstreetmap.org/ 
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3.2 Elevation Data Sources 

In order to know the dynamics of water runoff in a given location, it is essential to have 

knowledge of the topography/relief. For this, the Digital Elevation Model (DEM) can be 

used, which consists of a matrix in which each cell represents the height corresponding 

to that location. In this work, images from the Alos Palsar5 satellite, whose spatial 

resolution is 12.5 meters, were used. 

Optical satellite images were obtained using Google Earth, due to their excellent 

resolution. Once captured, the images are registered to their actual location using QGIS. 

3.3 Work in QGIS 

The geoprocessing part is carried out within QGIS. Five input parameters are used: the 

DEM, the shape of the polygon that delimits the study area (created by the user within 

QGIS), a street centerline layer (lines), obtained from OSM, a satellite image of the region 

and a layer of polygons defining samples of each type of land use and occupation. 

From these parameters, a sequence of geoprocessing and data treatment methods 

are used to create four files: Points File, Excerpts File, Sub Basin Design File and Sub 

Basin Data File. They are all tables in CSV format. 

The model considers the streets as conduits through which the water will flow. 

Thus, to generate a flow map, it is necessary to determine the nodes, which are responsible 

for connecting the conduits. These nodes are determined by the geographic coordinates 

of street crossings, or street endpoints. With the use of an area of interest polygon, it is 

possible to delimit where this process will occur, thus saving computational processing. 

The next step is to provide for each of these extreme points its respective elevation, 

through the DEM (which can also be limited to the area of interest, so that unnecessary 

data are not used). The entire procedure for generating the Points File is detailed in Figure 

1. 

 

Figure 1 - Diagram of the process of generating the extreme points of the street 
centerlines 

Figure 2 shows the procedure for obtaining the data from the street map to 

generate the excerpts that will make up the drainage network (arcs). First, the area of 

interest is used to obtain only the centerlines of the street layer to be studied. Then, each 

line receives an "id" (name) and its length is calculated. Finally, the coordinates of the 

extreme points (start and end) of each line are identified. 

 
5 https://search.asf.alaska.edu/ 
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Figure 2- Diagram of the process to generate the Excerpts File 

 

The next datafile to be produced contains the limits of the drainage area, i.e., sub-

basins that are part of the watershed. In this work, sub-basins are represented by regions 

that are along the streets, including city blocks, parks, vacant areas, buildings, forests, 

squares and parking areas. First, it is necessary to identify and name each sub-basin that 

is encompassed by the area of interest and the corresponding streets. Once this is done, 

the next step is to obtain the coordinates of the points that delimit the margins of each 

sub-basin and connect them in the correct order. Figure 3 shows these steps schematically. 

 

 

Figure 3 - Diagram of the sub-basin generation process 

 

The sub-basin data can be generated from previously produced models. Using the 

MDE, we can determine the height at each edge point present in the sub-basin design file 

(Figure 3). After that, in each sub-basin, the border point(s) with the lowest height are 

selected; this/these point(s) is(are) called Guide Point(s). Therefore, the Guide Point 

represents the region of the sub-basin where the water captured by that sub-basin will be 

drained (runoff), since the water will be drained to the lowest location. However, the 

Guide Point belongs to the edge of the sub-basin and not to the street, which prevents to 

study the flow of water in the streets. Therefore, the next step is to choose the point on 

the street that serves as the actual outlet point for each sub-basin. This choice is made 

considering the street point (contained in the Points File, Figure 1) that is closest to the 

Guide Point. In this way, the outlet point of each sub-basin is determined, that is, the place 

on the street (and not on sub-basin’s edge) where the water drained by each sub-basin 

will go. 

Finally, a study of land use and occupation is carried out to determine the 

permeable area of each sub-basin. For this, it is necessary to provide a shapefile with the 

polygons with samples of permeable soil types and waterproof types, combined with the 

satellite image of the region of interest. Permeable area polygons involve green areas such 
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as woods, parks, forests, pastures and crop fields. Polygons with impermeable samples 

are those that involve regions of black and gray colors such as tin roofs, asphalt, buildings, 

constructions in general. The Dzetsaka plugin performs the classification for the 

permeable area in each sub-basin and then calculates the proportion of each type in the 

sub-basin. The resulting estimated permeability rate is added to the sub-basin data file. 

Figure 4 presents an overview of this process. 

 

Figure 4 - Process diagram for generating the Sub-Basin Data File 

 

Once the four files are generated, the last step is to produce a TXT file that is 

readable by SWMM. The processing of previously generated files is detailed in Figure 5. 

The TXT file contains the data necessary to produce the flow map of the study area in 

SWMM. The manipulation of the data in this software is detailed in the next section. 

 

  

Figure 5 - Process diagram for generating the TXT file 
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3.5 Work in SWMM 

The resulting TXT data file is input to SWMM. Thus, the street-based drainage network 

and the sub-basins are displayed. Next, the user must create a time series with 

pluviometric data - intensity (mm/h) and duration - of the study region and include them 

in the pluviometer parameter. A single pluviometer parameter in SWMM is enough to 

simulate the water flow, according to the incidence of rainfall as characterized in the 

pluviometric data. Once all sub-basins are connected to the pluviometer, the simulation 

can be started. 

The visualization of the results can highlight the street segments that receive the 

largest water flow according to the simulation. It is also interesting to present segments 

classified according to slope, so the local topography can be better understood.  

4 Experiment and Discussions 

The algorithm was executed in some regions of the city of Belo Horizonte to test and 

validate the effectiveness of the generated model. The choice of these areas was based on 

streets that have a history of urban flooding. To obtain this information, the newspaper 

“Hoje Em Dia” was consulted, looking for lists areas prone to flooding in the capital of 

Minas Gerais. The algorithm was run in some of these regions. 

Tocantins street’s region: 

 

Figure 6 – Tocantins Street area 

 

 Figure 7 – Slope and altimetry map Figure 8 – Water load map  
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Osmar Costa street’s region: 

 

Figure 9 – Osmar Costa street area 

 

        Figure 10 – Slope and altimetry map  Figure 11 – Water load map 
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Maria José de Jesus street’s region: 

 

Figure 12 – Maria José de Jesus Street area 

 

Figure 13 – Slope and altimetry map Figure 14 – Water load map 

 

Flat streets (low slope) and located in regions where surroundings are higher 

than them, tend to receive more water and even present a risk area. Images 6, 9 and 12 

show the regions around Tocantins, Osmar Costa and Maria José de Jesus streets, 

respectively. These streets are known to have a history of flooding, and for this reason it 

is to be expected that they, in their respective regions, have a greater tendency to receive 

higher volume of drained water in rain periods because they are flat and, located in a 

valley, in relation to their surroundings. The algorithm was run in the three study regions 

(Figures 6, 9 and 12) to confirm this expectation. 

Results can be seen in Figures 8, 11 and 14. In these images, the streets with the 

warmest colors (yellow and red) tend to receive a greater volume of water, because of the 

relief on which they are located. Such topographic characteristics (altimetry and slope) 

can be observed in Figures 7, 10 and 13, where the hottest colored points are the highest 
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and the coldest ones (blue and cyan) indicate the lowest altitudes. In addition, it is possible 

to analyze the slope of the streets: the steepest sections have the warmest colors and the 

flattest the coldest ones. 

As can be seen in Figures 8, 11 and 14, the proposed algorithm generates results 

that satisfy the objectives of the work. Streets that were already known to be floodable, 

were identified by the method as being, in their respective region, segments that receive 

a greater load of water. In addition, the algorithm confirmed, in Figures 7, 10 and 13, the 

expected topographic characteristics for the three streets studied, such as low slope and 

low altitude in relation to the neighborhood. This is seen by the blue, cyan and green dots 

along the studied streets, which are surrounded by yellow and red dots in the 

neighborhood. In addition, the three streets are mostly shown in blue, and only a few parts 

in cyan, indicating their low slope. 

5 Conclusion 

This work presents a methodology capable of encapsulating the complexity of generating 

a map that indicates streets with a tendency to receive large amounts of water in rainy 

periods. This map can be used both to propose a better rainwater drainage model and to 

identify regions with potential for flooding. The technique works by receiving the satellite 

image of the region of interest and the terrain elevation model. The region is classified 

according to its level of permeability and slope, generating the sub-basins that receive 

rainwater. Regions with higher impermeability cause excess rainwater to flow to the 

neighborhood's streets. The runoff model is analyzed by SWMM, indicating the streets 

that are likely to receive the highest water loads. 

From the results presented in SWMM, we show that the method explained in this 

work identifies the streets and segments that tend to receive greater volumes of water 

during the rainy season in a given region. The same streets were cited by the news site as 

subject to flooding. 

Thus, this algorithm serves as an initial approximation, for institutions such as 

municipal administrations and civil defense organizations, for the development of 

projects to prevent urban flooding. However, the execution of the tool may not be trivial 

for people without some knowledge in the area, so training is necessary for its efficient 

application. 

The code in Python and the tutorial that shows step-by-step the whole technique 

can be found at Git Hub6. 

Combining the flow and slope analysis with the study of land use and occupation, 

it is possible to improve the identification of areas susceptible to flooding. A connection 

to crowdsourced data on flooding problems (DEGROSSI, L. et al. 2014, HIRATA et al. 

2015) can reinforce the indications generated by the produced method, and to establish 

priorities for the implementation of solutions. 
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Abstract. The deed description and the survey plan properly georeferenced in 

a geodetic system are essential items in the process of demarcation of urban 

or rural properties and land tenure regularization. Although there are several 

regulatory instructions for carrying out the survey of these properties, there is 

still no standardization regarding the storage of the land surveying collected 

data, as well as in the process of preparing its technical documentations. In 

order to meet this need, TopoGeo modelling was developed in this work, being 

implemented in Geopackage, a format developed by the Open Geospatial 

Consortium (OGC), as it is considered a suitable repository for the storage in 

a GIS the geographic features of a property, when compared to CAD formats 

like DWG and DXF. The Python programming language, on the other hand, 

made the use of this model more flexible and enhanced in QGIS, allowing it to 

perform specific tasks demanded by each type of work. This article, therefore, 

aims to present the TopoGeo model, describing its main feature classes and 

demonstrate the possibilities of application in QGIS with the use of the “LF 

Tools” plugin for the preparation of the necessary documentation for the land 

regularization process. Such implementations have ensured a better 

standardization for sharing the land surveying collected data, greater 

efficiency, better quality and, mainly, the reduction of costs with software 

licenses. The method developed in this work has already been applied in 

Brazil and can also be applied or adapted to other countries’ specifications. 

Resumo. O memorial descritivo e a planta topográfica devidamente 

georreferenciados a um Sistema Geodésico são itens essenciais no processo 

de demarcação de imóveis urbanos ou rurais e regularização fundiária. No 

Brasil, embora existam diversas instruções normativas para a realização do 

levantamento topográfico dessas propriedades, ainda não há uma 

padronização quanto ao armazenamento dos dados levantados topográfico, 

bem como no processo de elaboração de suas documentações técnicas. Para 

atender a essa necessidade, a modelagem TopoGeo está sendo apresentada 

neste trabalho, sendo implementada em Geopackage, um formato 

desenvolvido pelo Open Geospatial Consortium (OGC), por ser considerado 

um repositório mais adequado para o armazenamento em um SIG das feições 

geográficas de um imóvel, quando comparada a formatos CAD como DWG e 

DXF. A linguagem de programação Python, por outro lado, tornou o uso 
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deste modelo mais personalizável no QGIS, permitindo a realização de tarefas 

específicas para cada tipo de trabalho. Este artigo, portanto, tem como 

objetivo apresentar o modelo TopoGeo, descrevendo suas principais classes 

de feições e demonstrar as possibilidades de aplicação no QGIS com a 

utilização do plugin “LF Tools” para a preparação da documentação 

necessária ao processo de regularização fundiária. Tais implementações têm 

garantido uma melhor padronização no compartilhamento dos dados 

levantados em campo, maior eficiência, melhor qualidade e, principalmente, a 

redução de custos com licenças de software. O método desenvolvido neste 

trabalho já vem sendo aplicado no Brasil e pode ser aplicado ou adaptado às 

especificações de outros países. 

1. Introduction 

Properly georeferenced cadastral survey plans and the deed description are essential 

documents for the regularization of properties and to get the title of property (Brasil, 

2018; DEC, 2018). These documents hold the limits of the property and its boundaries, 

assuring protection of this property against claims for land tenure considered illegal and 

wrong ownership, being essential items for the solution of land conflicts (Vranić, 2014). 

 The Deed Description is a document that contains a natural language description 

of the limits of an urban or rural property, including its perimeter, parcels, boundaries 

and the area it occupies based on the technical data surveyed on the ground (DCT/DEC, 

2010), with each limit point on the ground by its plane coordinates correctly 

georeferenced in the national geodetic system. 

 The survey plan is a type of specialized land parcel map, designed mainly to 

present the measurements and characteristics of a property through its azimuths, 

distances, areas and boundaries. 

 Buildings and other important features within or close to the property can also 

be represented in the plan. However, to consider the plan a georeferenced document and 

with a solid legal importance, the coordinates of the property’s vertices must be evident 

in the plan, usually in a table called a synthetic deed description. 

 Nowadays, the main Brazilian official institutions responsible for cadastral 

survey and land regularization do not have a centralized solution for making survey 

plans and deed description for surveyed areas, either in the use of standard software or 

in the management of land survey collected data (França et al., 2020). 

 According to França et al (2020), topographic plans and other documents that 

compose the land survey are usually produced in proprietary software such as 

DataGeosis, Topograph, MicroStation or AutoCAD, which greatly limits its use due to 

the cost of maintenance and license update. 

 In this context, due to the rapid information systems evolution, QGIS, a free and 

open-source software, which has become an easy to use and open for implementing 

alternative solutions to achieve tasks. When using free software, it is possible to take the 

benefits and advantages of it, for instance: being able to use, copy and redistribute the 

software, without legal restrictions and save money on application license costs (Passos 

& França, 2018). 
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 Regarding the land survey collected data organization and structuring, QGIS 

allows integration with the Geopackage format, recently developed, and standardized by 

the Open Geoespatial Consortium (OGC, 2020). The adoption of this format is an 

adequate alternative for the storage of geographic features, when compared to the DWG 

or DXF formats, commonly used in CAD softwares. 

 In this work, the TopoGeo model was deployed using the Geopackage format, 

taking to consideration the Brazilian Spatial Data Infrastructure (Infraestrutura 

Nacional de Dados Espaciais - INDE) and the Technical Specification for Structuring 

Vector Geospatial Data (Especificações Técnicas para Estruturação de Dados 

Geoespaciais Vetoriais - ET-EDGV), version 3.0 (CONCAR, 2017). However, the ET-

EDGV vector model had to have some amendments by adding new classes to the 

conceptual model to allow the storage of features used to define the property’s 

boundaries. 

 The use of this specification has several advantages, as: the portability of files; 

the convenience of aggregating new data and updating information; the possibility of 

inserting thematic information to the cartographic data storage; the simplicity of 

building converting programs to extract data structured in other format standards. 

 Another advantage of using the TopoGeo model in QGIS is that its interface 

allows writing codes in the Python programming language, in order to enable the 

development of Scripts and Plugins for the automatic generation of technical 

components such as deed description, area/perimeter report and geodetic mark report, in 

addition to guaranteeing the quality of the collected data through validation rules 

(França 2018; França et al., 2018; França et al. 2020). 

 Based on the advantages showed above, this team has developed a method 

which uses QGIS for the elaboration of survey plans, data storage and automatic 

generation of technical documentations for surveys of property areas. 

 Given the above, the main objective of this work is to present the TopoGeo 

modelling and describe the usage of this model in the “LF Tools”, a QGIS's plugin, to 

generate survey plans and documentations such the deed description. 

 Although the TopoGeo model and the LF Tools plugin were designed to assist in 

the regularization of properties in Brazil, a country with a large territorial dimension and 

old problems of land tenure regularization, the methodology presented in this work also 

serves as an azimuth for other countries with similar problems. 

2. Methodology 

This work had the following stages: the creation of the TopoGeo geospatial data model 

for storing survey data in a Geopackage file, the construction of Python Function for the 

automation of the survey plan elements and the implementation of processing tools in 

the “LF Tools” plugin. for the generation of the documentation inherent to the Survey 

(Figure 1). 
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Figure 1. Workflow. 

 The database and the Python scripts used in this work were based on the QGIS 

3.16 software, being tested with land surveys data. 

2.1. TopoGeo Model 

The processing, which starts from the land data survey to its storage, must guarantee the 

integrity of the elements and the communication between the various users of territorial 

information (Silva et al., 2018). However, currently the legacy data storage system does 

not guarantee the integrity of the elements, and, in some cases, it is not performed by 

automatic processes in which the documents are organized in a decentralized way in 

folders or files, creating a database that is difficult to manipulate and manage. 

 As geographic data is linked to terrestrial representations and it is described by 

its coordinates, the storage of these types of data must be performed through a 

geospatial database, which relates the descriptive information with their respective 

representation in the real world (Silva et al., 2018). 

 In this context, the TopoGeo model was deployed as a database, bringing 

together a set of conventions for storing spatial data in the Geopackage format, whose 

file extension is (.gpkg), an open and platform-independent standard (OGC, 2020). 

Feature classes group instances of geospatial data with common characteristics and 

behaviours (CONCAR, 2017). These classes were deployed in Geopackage to reach the 

categories that are most worked on a survey plan, according to their functionality (Table 

01). 

Table 1. Categories and respective Feature Classes 

Category Feature Class 

Limits limit_point_p, boundary_element_l, property_area_a. 

Reference reference_point_p, border_construction_l. 

Analysis (optional) litigation_area_a, security_area_a. 

Artificial Features 

(optional) 

airstrip_a, building_a, curb_l, dam_a, deposit_a, energy_tower_p, 

field_court_a, grandstand_a, highway_l, housing_building_a, 

pipe_line_l, pool_a, power_line_l, railway_l. 

Natural Features 

(optional) 

altimetric_point_p, contour_line_l, drainage_line_l, 

flooding_land_a, vegetation_a,    water_body_a. 

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 13-25
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2.1.1. Limits Category 

This group refers to the classes: “Limit Point”, “Boundary Element” and “Property 

Area”. They are responsible for a property delineation. 

 The Limit Point class is used to define the vertices of the boundary lines of the 

perimeter of a property. The Boundary Element class is defined as the boundary line 

between the surveyed property and its neighbour, while the Property Area class is a 

single Polygon that delineates a property and that contains the main attributes about that 

property. 

 Tables 02, 03 and 04 show the attributes of the classes limit_point_p, 

boundary_element_l and property_area_a, respectively. 

Table 02.  Attributes’ description of the class limit_point_p 

Attribute Type Description 

type text(5) CodeList: 

1: Benchmark with identification; 

2: Measured point and materialized, e.g., fence or wall; 

3: Virtual point, not materialized and not occupied. 

sequence mediumint Correct sequence of points that describes the polygonal. 

code text(11) Name given to the vertex 

 

Table 03.  Attributes’ description of the class boundary_element_l 

Attribute Type Description 

adjoiner text(255) Adjoiner’s name 

adjoiner_ 

label 

text(80) Abbreviation of the adjoiner’s name for presentation on the map 

(optional). 

start_pnt_ 

descr 

text(255) Short description of the starting point of the border (this 

information will appear in the deed description). 

authorizer text(255) Name of the person responsible for signing the consent 

(optional). 

authorizer_ 

id 

text(14) Authorizer’s ID, if necessary (optional). 

adjoiner_ 

registry 

text(255) Transcript or code of the adjoiner’s property registry. 

 

Table 04.  Attributes’ description of the class property_area_a 

Attribute Type Description 

property text(200)  Property name or code. 
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registry text(100)  Property registration code. 

transcript text(255)  Transcript of the property registry. 

owner text(200)  Name of the property’s owner. 

address text(200)  Location address or description. 

county text(150)  county or municipalty where the property is located. 

state text(2)  state where the property is located 

survey_ date date  Date on which the survey was carried out. 

surveyor text(255)  Responsible for field survey. 

tech_ manager text(200)  Technical manager. 

prof_id text(50)  Professional identification. 

area real  Property area in square meters. 

perimeter real  Property perimeter in meters. 

 

2.1.2. Reference fixation Category 

This category consists of the Reference Point and Physical Delimitation classes and 

represents the fixation of features on the ground. Both classes come from ET-EDGV 

3.0. 

 According to CONCAR (2017), the Physical Delimitation class is defined as a 

natural or artificial structure that serves to delineate, separate, or protect an area. While 

the Reference Point class is a reference point, fixed on the ground, used in geodetic and 

topographic processes. 

 It should be noted that the attributes of these classes were amended to also store 

the information necessary for the automatic generation of the geodetic mark report 

information, and the perfect representation, according to the Brazilian specifications for 

topographic survey NBR13.133 and IR50-08 (ABNT, 1994; DCT/DEC, 2010). 

2.1.3. Analysis Category 

This category is composed by the Litigation Area and Security Area classes, which are 

optional for use, depending on the purpose of the plan. The Litigation Area class, in a 

legal context, refers to the polygon referring to areas of property rights conflict, and the 

Security Area class refers to features that involve road, railways, pipelines, and power 

lines, being characterized as a domain range to ensure security limits. 

2.1.4. Artificial Features and Natural Features Category 

The Artificial Features category is made up of classes that are used to contextualize the 

plan and to present features that were created or modified by man. 

 Classes in the Natural Features category are also used to contextualize the plan, 

representing natural characteristics of the land surface and around the property. 
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18



  

 These classes in both categories follow the same model as ET-EDGV 3.0 and, 

therefore, more information about the concepts and characteristics of these classes can 

be found in Annex A of that specification (CONCAR, 2017). 

2.2. Development of Python algorithms in QGIS 

The use of computational algorithms that provide optimized solutions has become an 

excellent alternative to suppress the need for manual operations in the elaboration of 

survey technical components, due to the productivity gain. 

 In this sense, a series of tools was developed, based mainly on the Python 

programming language. 

 In QGIS, Python can be used in several possibilities such as the creation of new 

custom functions, scripts, and plugins. 

 In this work, new functions were developed for the automation of elements of 

the survey plan and the “LF Tools” plugin for the generation of the following technical 

documentations: deed description, area/perimeter report, and geodetic mark report. 

2.2.1. Python functions for survey plan automation 

In QGIS, “expression” is a resource for dynamically accessing and manipulating the 

values of attributes, geometries, and variables of a project, in order to configure styles 

based on rules, set label’s position, select features, insert data in the map layout, and 

create virtual fields between other features (QGIS Development Team, 2021). 

 In this work, for custom expressions, it was necessary to deploy new python 

functions that could use as parameters both the data available in QGIS Projects and the 

Geopackage layers for the construction of the survey plan of the property and automatic 

generation of its items, such as the Synthetic Deed Description, the Survey Data, the 

Meridian Convergence, and the Scale Factor (k). 

 Figure 2 shows an example of using an expression to create the synthetic deed 

description, having as input the class Limit Point, the sequence of the first and last 

vertex, the title of the table and the font size. The output of this function will be a string 

built in HTML (Figure 3). 

 

Figure 2. Function for creating synthetic deed description (click on the picture to see it 

in full size). 
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Figure 3. Table with vertices and sides (synthetic deed description) created 

automatically in HTML (click on the figure to see it in full size). 

2.2.2. Cadastral documents by the LF Tools QGIS plugin 

The tools deployed in the LF Tools plugin for the automatic creation of cadastral 

documents are as follows: deed description, area/perimeter report and geodetic mark 

report. 

 The Deed Description must also contain the textual description of the boundary 

elements and the notorious limit points in the terrain, in addition to the coordinates, 

azimuths and distances. Therefore, for the deed’s generation, it is necessary that the 

attributes of the Limit Point (point), Boundary Element (line) and Property Area 

(polygon) classes are previously correctly filled. 

 Another document that must be present in the land survey works is the Area and 

Perimeter report, where all vertices in geodetic plane coordinates, azimuths, and 

measurements on each side, in addition to the final calculation of perimeter and area. 

 The documentation of the geodetic marks of a property is an essential procedure 

in the work of geodetic surveys. That is why they can be reoccupied as a basis for future 

GNSS placements or total station position. For this reason, a tool was also implemented 

to automate the preparation of this document. 

 The geodetic mark report tool basically has the Reference Points layer and a 

string as input parameters, indicating exactly the code (or name) assigned to the mark 

that the document description is to be created. 

 Figures 4, 5 and 6 illustrate and exemplify the input parameters for each tool. In 

all cases, the output file will be in HTML format, which can be a temporary file or the 

path where it will be saved on the machine. In both situations, the generated file can be 

viewed and printed directly in QGIS, as well as being able to be opened in any text 
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editor such as Libre Office Writer or Microsoft Word for further adjustments and 

formatting. 

 
Figure 4. Tool to create the Deed Description (click on the picture to see it in full size). 

 

 
Figure 5. Tool to create the Area and perimeter report (click on the picture to see it in 

full size). 
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Figure 6. Tool to create the geodetic mark report information (click on the picture to see 

it in full size). 

 

3. Results 

As results, the Survey Plan, the Deed Description, the Area and Perimeter Report, and 

the Geodetic Mark Description were automatically prepared. 

 The plans can be created in different paper sizes using SVG templates, which 

follow the standardization of IR50-08 (DEC/DCT, 2010). 

 Figure 7 is an example of a plan drawn up in QGIS in paper size A1 resulting 

from the survey of a rural property. 
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Figure 7. Survey plan prepared at QGIS (click on the picture to see it in full size). 

 

 Figure 8 is an example of a plan with orthomosaic created from images captured 

by Unmanned Aerial Vehicle (UAV), in an urban area to identify parcels in a forensic 

expertise in cartography. 

 

Figure 8. Survey plan with drone’s orthoimage (click on the picture to see it in full size). 
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In Figure 9, examples of the documentation generated from the layers of the property's 

delimitation and fixation of the reference points are presented. 

 
Figure 9. (A) Deed Description, (B) Area and Perimeter Report, and (C) Geodetic Mark 

Description (click on the picture to see it in full size). 

 

4. Conclusion 

Based on the results obtained, the TopoGeo model, combined with the documentation 

tools of the LF Tools plugin, proved to be efficient in the elaboration of the Cadastral 

Survey and Land Register technical documentation, with productivity gains and cost 

reduction on the use of proprietary software licenses. 

 As for the method of Elaboration of survey plan and automatic generation of the 

survey documentation in QGIS, this has been applied since 2019 in the Brazilian Army 

(França et al., 2020). 

 The method developed in this work is also in line with the policies of using Free 

Software in the Brazilian Government, guaranteeing independence and economy of 

public resources. 

 The publication of this methodology also serves as a model for new applications 

in other cases of properties georeferencing and land regularization by Brazilian and 

international public organizations. 

 In addition, the TopoGeo model and the LF Tools plugin are available in English 

and Portuguese, and the methodology presented in this work can be adapted to the 

specifications of the user's country, in accordance with its standards such as, for 

example, Inspire in Europe (Femenia-Ribera, 2021; Bartha & Kocsis, 2011). 
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Abstract:  Landslides are natural phenomena occurring worldwide. In Brazil, such 

events are recurrent and usually preceded and triggered by heavy rainfall. When 

occurring in urban areas, these events became a disaster, due to economic damage, 

social impacts, and fatalities. The identification and monitoring of the landslide-prone 

areas are extremely important, aiming to predict and prevent landslides disasters. 

Mathematical models have been proving to be an excellent tool in landslide risk 

preventive measures. Therefore, the objective of this study is to compare and analyze 

the performance of two different physically-based models: Shalstab and TRIGRS for the 

identification of landslide-prone areas. 

 

1. Introduction 

A natural phenomenon can become a disaster when it affects urban areas, disrupting a 

society life-style [Wisner et al., 2003]. Landslides, for example, is characterized as a 

surface rupture with soil and rock sliding through the slope [Cruden; Varnes, 1996]. 

They usually happen in hilly areas, and are triggered by rainfall.  When it occurs in 

urbanized areas, they cause significant damage to structures and infrastructures, social 

impact and, sometimes human losses [Montgomery; Dietrich, 1994; Larsen; Torres-

Sanchez, 1998; Zêzere; Trigo; Trigo, 2005; Zizioli et al., 2013; Mendes; Filho, 2015; 

Mendes et al., 2018a, 2018b; König; et. al., 2019].  

During the last decade, there was an increase of extreme weather conditions, such as 

heavy rainfall for hours or days, floods and drought [Houghton, 2003]. The intensity 

and duration of rainfall increase soil´s pore-water pressure, triggering several landslides. 

In Brazil they frequently occur during the rainy season, which corresponds to December 

until March. From 1991 to 2012, 699 landslides were registered in Brazil, and 79,8% of 

them happened at the southeast region of the country [Brasil, 2013]. Therefore, the 

identification and monitoring of landslide-prone areas are essential to disaster risk 

reduction measures.  

 The identification of landslide-prone areas can be performed using statistical methods 

[Carrara et al., 1991; Bai et al., 2009; Cervi et al., 2010; Li et al., 2012] and physically 

based models such as the Shallow Slope Stability Model (SHALSTAB) [Montgomery 
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and Dietrich 1994; Dietrich and Montgomery 1998], Stability Index Mapping 

(SINMAP) [Pack et al. 1998], Transient Rainfall Infiltration and Grid-based Regional 

Slope-Stability Model (TRIGRS) [Baum et al. 2008], TRGIRS-unsaturated [Savage et 

al. 2004], physically-based Slope Stability Model (dSLAM) [Wu and Sidle 1995], 

SLOPE/W and  SEEP/W [Geostudio, 2005]. 

 

Each model has a different approach and a comparison of their results improves the 

quality and reliability in the identification of landslide-prone areas [Zizioli et al. 2013]. 

In this frame, the objective of this paper is to compare the performance of two 

physically based models SHALSTAB and TRIGRS, in determining the landslide-prone 

areas.  

2. Materials and Methods 

2.1. Study Area 

 

Placed in the Mantiqueira Moutains, Campos do Jordão municipality was choose as 

study area. Located on a crystalline plateau, with altitudes above 2000 m and annual 

precipitations varying from 1205 to 2800 mm [Modenesi-Gauttieri; Hiruma, 2004], this 

area has recorded recurrent landslide events.  One of the most catastrophic landslides 

documented, occurred in August 1972, resulting in 17 fatalities and 60 houses buried by 

the mudflow [Amaral; Fuck, 1973]. In January 2000, another landslide event caused 10 

fatalities, over 100 injured and 423 strongly damaged houses [Mendes; Filho, 2015; 

Mendes et al., 2018a, 2018b].  

Geologically this area is delimited by two rifts namely: Jandiuvira and São Bento do 

Sapucaí, from Pre-Cambrian to Paleozoic age, presenting high mountains and erosive 

depressions [Hiruma; Riccomini, 1999; König; et. al., 2019].  

 

Areas with declivities higher than 30% are inappropriate for constructions and anthropic 

changes, either in urban or rural areas [Prieto et al., 2017]. In Vila Albertina 

neighborhood, the steep slope areas are irregularly occupied and has several houses, 

most of which in precarious building standards. The result of these anthropic changes 

are the environmental degradation, weight overload and recurrent leakages which 

changes the slope stability, inducing landslides. Several landslides were documented in 

Vila Albertina, and more events might happen. Therefore, this area was chosen as study 

site to modelling slope stability using Shalstab and TRIGRS and prevent future 

disasters.  Figure 1 present the location of both Campos do Jordão and Vila Albertina. 

2.2. Shalstab model 
 

The Shallow Landsliding Stability Model – Shalstab, developed by Dietrich and 

Montgomery (1998), identify the landslide-prone areas calculating the critical threshold 

of rainfall that induce surface rupture [Montgomery and Dietrich 1994; Dietrich and 

Montgomery 1998; Vieira and Ramos 2015]. As presented in Equation 1, Shalstab is a 

deterministic model that associates the Mohr-Coulomb law with the steady-state 

hydrological model developed by O’Loughlin (1986).  
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Figure 1. Study area.  

 

log (
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t
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sinθ
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∗ [(
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ρw∗g∗z∗cos2θ∗tan(φ¹)
) +

ρs

ρw
∗ (1 − (

tanθ

tanφ¹
)]                      (1) 

In Equation 1: q is the rain recharge, t is the soil transmissivity, θ is the inclination 

(degrees), a is the contribution area (m²), b is the contour size (m), c’ is the soil 

cohesion (kPa), φ is the internal soil angle (degrees), ρs is the soil density (kg*m-3), g is 

the gravitational acceleration, z is the soil thickness (m), and ρw is the water density 

(kg*m-3). 

A digital elevation model (DEM) and, soil physical and mechanical properties 

(cohesion, soil density, internal friction angle) are required by Shalstab as input data. 

The result is a seven-class classification map, based on a logarithmic value for q/t, as 

presented in Table 1 [Montgomery et. al., 1998; Reginatto et al., 2012; Michel; et. al., 

2014; König; et. al., 2019]. 

Table 1. Shalstab stability classes. 

Log q/t 

Chronic instability 

log q/t < − 3.1 

− 3.1 < − log q/t < − 2.8 

− 2.8 < − log q/t < − 2.5 

− 2.5 < − log q/t < − 2.2 

log q/t > − 2.2 

Stable 

Source: Adapted from Dietrich and Montgomery (1998). 

 

Shalstab have been applied in different study areas [Guimaraes et al., 2003; Santini et 

al., 2009; Reginatto et al., 2012; Vieira; Ramos, 2015; Prieto et al., 2017] and presents 

satisfactory results.  
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2.3. TRIGRS model 
Baum et al. (2008) developed the mathematical model TRIGRS (Transient Rainfall 

Infiltration and Grid-based Regional Slope - Stability Model) to calculate the variation 

of the Factor of Safety (FS), due to changes in the transient pore-pressure and soil 

moisture, during a rainfall infiltration.  

This model, written in FORTRAN, associates the hydrological model based on Iverson 

[Iverson, 2000], which linearized the one-dimensional analytical solutions of Richards 

Equation (Eq. 2), and a stability model based on the equilibrium limit principle, giving 

rise to its final formulation (Eq. 3). It represents the vertical rainfall infiltration in 

homogeneous isotropic materials (Baum; et. al., 2008). 

(
∂θ

∂t
) = (

∂

∂z
) [K(ψ) (

1

cos2δ

∂Ψ

∂z
− 1)]                                       (2) 

Where θ is the soil volumetric moisture content (dimensionless), t is the time (s), z is the 

soil depth (m), K (Ψ) is the hydraulic conductivity (m/sKPa) in the z-direction, and Ψ is 

the groundwater pressure head (kPa).   

                             FS = (
tan ϕ

tan α
) + [(

c−Ψ(Z,t)Υw tan ∅

ΥsZ sin α cos α
)]                                       (3)                       

Where c is the cohesion (kPa), ϕ is the internal friction angle (deg.), γw is the unit 

weight of groundwater (kN/m³), γs is the soil specific weight (kN / m³), Z is the layer 

depth (m), α is the slope angle (0 < α < 90º), and t is the time (s).   

TRIGRS input data are the geotechnical parameters (cohesion, soil specific weight, 

hydraulic conductivity, and internal friction angle), as well as hydrological data (initial 

infiltration rate and initial depth of water table), and rainfall duration and intensity. The 

model allows the changing of input values cell by cell, because it considers the 

horizontal heterogeneity. 

According to Baum et al. (2008), the initial depth of water table has a significant impact 

in TRIGRS accuracy. Figure 2 represents how TRIGRS calculates the FS. During a 

rainfall event, infiltration and surface run-off happen simultaneously. There is an 

increase in the groundwater table and consequently, an increase in water pore-pressure, 

which precede soil rupture. 

 

 

Figure 2. TRIGRS components. Source: Grelle, et al. 2014. 
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TRIGRS have been widely used to identify slope stability, and predict the unstable 

areas, as presented in Godt et al. (2008), Chien-Yuan et al. (2005), Tan et al. (2008), 

Liao et al. (2011), Park et al. (2013), among others. 

2.4. Input data 
The modeling of landslide-prone areas using Shalstab and TRIGRS requires 

geotechnical parameters such as cohesion, soil specific weight, hydraulic conductivity, 

internal friction angle, and the rainfall duration and intensity. These input data were 

acquired from Mendes et al. (2018a), who collect soil samples, and sent to be analyzed 

in the laboratory. Table 1 present the geotechnical parameters used as input in Shalstab 

and TRIGRS models. 

Table 1. TRIGRS and Shalstab input parameters.  

Input parameters 

Depth 

(m) 

Cohesion 

(kPa) 

Angle of 

Friction (°) 

Hydraulic 

Conduct. (m s-1) 

Hydraulic 

Diffus. (m s-1) 

Specific 

weight 

(kNm-3) 

1,6 22 43 5,25x10-6 6,45x10-6 18,1 

1,6-2,6 19 34 1,18x10-6 6,45x10-6 21,4 

2,6-4,6 14 42 3,76x10-6 6,45x10-6 17,5 

Source: Mendes et al. (2018a) 

The analyzed period in January 1th to 4th of 2000, whereas a heavy rainfall resulted in 10 

death, more than 100 injured and 423 houses damaged [Mendes; Filho, 2015; Mendes et 

al., 2018a, 2018b]. The daily rainfall values are presented in Table 2. 

Landslides scars, acquired from König; et. al., (2019), were used to validate the models 

results. 

Table 2. Daily accumulated rainfall. 

Date 01/01/00 02/01/00 03/01/00 04/01/00 Total 

 

Daily rainfall 

 

101,0 mm 120,0 mm 60,0 mm 144,5 mm 425,5 mm 

Source: Mendes et al. (2018a) 

3. Results and Discussion 

3.1. Analyzing the results of TRIGRS and Shalstab 

Figure 3 presents the landslide susceptibility maps created using the two mathematical 

models Shalstab and TRIGRS.  
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Figure 3. Landslide susceptible areas: a) TRIGRS results. b) Shalstab results.

 

Analyzing Figure 3, it is possible to assume that both models had quite similar and satisfactory 

results in identifying landslide-prone areas.  

To compare the efficiency between TRIGRS and Shalstab in the identification of the landslide-

prone area, two index was defined: Success Index - SI (Eq. 1), which correspond to the percentage 

of correctly classified unstable classes, and the Error Index – EI (𝐸𝐼 = (
𝐴𝑜𝑢𝑡 

𝐴𝑠𝑡𝑏
) ∗ 100                                                                            

Eq. 2), which indicates when the computed unstable class does not correspond with verified 

landslide scars [Sorbino; et. al., 2010]. Table 3 presents the models efficiency. 
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𝑆𝐼 = (
𝐴𝑖𝑛

𝐴𝑢𝑛𝑠
) ∗ 100                                                                  Eq. 1. 

The variable 𝐴𝑖𝑛 is the computed unstable areas within the triggering areas, and 𝐴𝑢𝑛𝑠 is the 

triggering areas. 

 

𝐸𝐼 = (
𝐴𝑜𝑢𝑡 

𝐴𝑠𝑡𝑏
) ∗ 100                                                                            Eq. 2. 

The variable 𝐴𝑜𝑢𝑡 is the computed unstable areas outside the triggering areas, and 𝐴𝑠𝑡𝑏 is the stable 

areas. 

Table 3. Analysis of Shalstab and TRIGRS Success and Error indexes. 

Model Success Index (SI) Error Index (EI) 

Shalstab 30% 65% 

TRIGRS 20% 60% 

 

 Shalstab had an SI of 30%, meaning that 30% of the unstable areas (log q/t < -3,1) were triggered 

zones for landslides. A few landslides were computed in different classes: 60% in areas with 

medium susceptibility (-3,1 > log q/t > -2,5) and 10% in stable class (-2,5 > log q/t > -2,2). As a 

result, Shalstab had an EI of 65%. The TRIGRS SI is 20%, a lower value compared with Shalstab´s, 

but this model has the lowest EI.   

A further analysis indicates that TRIGRS model compute 14.96% of instability classes with FS < 

1,0, while Shalstab identified 0,57 % (log q/t < -3,1). Table 4 present the percentage of computed 

areas by both models. 

Table 4. Unstable areas identified by both models. 

Shalstab TRIGRS 

Instability Class % of area Factor of Safety % of area 

< -3,1 0.57 < 1.0 14.96 

-3,1 - -2,8 1.84 1.0 -1.2 6.39 

-2,8 - 2,5 7.77 1.2 - 1.5 9.09 

-2,5- -2,2 15.13 1.5 - 2.0 5.70 

> -2,2 74.69 > 2.0 63.86 

 

For the 96 hours of heavy rainfall, TRIGRS identified that 14,96 % of steep slope areas has FS <1, 

while Shalstab classified 0,57% as unstable (q/t < -3,1). Despite the higher SI value, Shalstab 

computed only a few areas as unstable, which agrees with the a EI of 65%. Nevertheless, TRIGRS 

classified more areas as unstable, reducing the Error Index.  

TRIGRS mathematical approach considers the soil heterogeneity, meaning that each soil layers 

have different geotechnical parameters. According to the soil type, layers change in the quantity of 

clay, sand, and organic compounds, which results in how the infiltration process affects the soil 

layer. The model analyzes how the rainfall infiltration might affect the soil layer's behavior, 

triggering (or not) a landslide. Therefore, the model was able to identify several critical slope areas, 

differently from Shalstab, that calculated the slope stability using the same geotechnical parameter 

over the study area. As a result, this model identified fewer landslide-prone areas, underestimating 

the slope stability.   

It is important to highlight the anthropic changes that occurs in these steep slope areas, such as 

constructions without retaining wall, leakages which increase the soil moisture, environmental 

degradation, among others.  These processes might have modified the soil´s geotechnical properties 

and induce landslides [Prieto et al., 2017; Mendes et al., 2018a, 2018b; König; et. al., 2019].  

The results prove the both models correctly identified the landslide-prone areas, and the statistical 

analysis shows a similar efficiency between then. Shalstab input parameters are constant and 

uniformly distributed over the study area while still providing a realistic result.  It is a very useful in 
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the assessment of the initial groundwater conditions. (Meisina; Scarabelli, 2007; Deb; El-KadI, 

2009; Zizioli et al., 2013; Michel; et. al., 2014). 

TRIGRS is very sensitive to the initial conditions, especially those related to the depth of the water 

table. Then, the result´s accuracy is related to data reliability, but due to the capability of analyses 

the changes in transient pore-pressure, it provides good results identifying landslide-prone areas.  

4. Conclusion 
Landslides triggered by heavy rainfall are recurrent in Brazil, and most of them happen in urbanized 

steep slopes, causing severe damages and deaths. To avoid disasters, the identification and 

monitoring of landslide-prone areas are essential. Preventive risk measures include modeling slope 

stability using mathematical models, such as Shalstab and TRIGRS. Both models were tested in 

Campos do Jordão municipality, and their performance was compared to determine which model 

provides a better result in identifying susceptible areas. 

Despite the different approaches of each model, their results were satisfactory, and the most 

susceptible areas were correctly determined. To validate the results, landslides scars were used, and 

a ROC analysis was performed. The statistical analysis shows a similar efficiency between them. 

Shalstab had a higher Successful Index than TRIGRS; however, the Error Index was also the 

highest. Notwithstanding, Shalstab still provides realistic scenarios and is very useful in assessing 

the initial groundwater conditions. TRIGRS classified more areas as unstable, reducing the Error 

Index. The capability to analyze the changes in transient pore pressure provides good results in 

identifying landslide-prone areas.  

The authors recommend using both models as a tool for monitoring and mapping landslide-prone 

areas, enhancing the preventive risk measures. 
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Abstract. The State of Rio Grande do Sul is the largest producer of irrigated 

rice in Brazil. The goal of this study was to use a time series of MSI/Sentinel-2 

vegetation indices (VIs), such as Normalized Difference Vegetation Index – 

NDVI; and Normalized Difference Water Index – NDWI, to extract metrics of 

irrigated rice cultivation in the municipality of Uruguaiana-RS and map this 

crop in the 2019/2020 period using Random Forest (RF). Our methodology 

generated maps with a systematic and cost-efficient benefit for mapping rice 

between the 2019/2020 period (with a 96,5% of overall classification accuracy), 

showing consistency with those of available maps from official institutions, and 

for predicting production in the 2020/2021 period. 

1. Introduction 

The monitoring of agricultural crops is important for economic development, food 

security, and environmental conservation [Laborte, 2017]. The applications range from 

forecasting production volume to government management of agricultural stocks, such as 

export/import stimulus, availability of rural credit, and support for agricultural insurance. 

The monitoring contributes to assist in the decision making for buying, selling, 

distribution, and national supplying of the agents in this chain. In many places in the 

world, especially in underdeveloped countries, official data regarding crop areas is done 

based on farmers' reports or field visits. This process can be bureaucratic because of the 

time that it takes to organize data and field visits [Frolking, 2002]. In this circumstance, 

remote sensing images allow a systematic and comprehensive analysis of a given areas 

quickly and at low cost [Castro, 2020]. 

 Different digital image processing methods have been developed and are required 

to monitor crops. The dissemination of medium resolution products in multi-sensor 

remote sensing, such as MSI/Sentinel-2 series (10-m spatial resolution), have boosted 

precision agriculture activities and the advancement in research of crop mapping and 

determination of crop areas. This is because of its practicality and ability to collect 

information from land covers on the Earth's surface with improved spectral and spatial 

resolutions.  

 An example of a plantation of great relevance for Brazil is the irrigated rice. It is 

inserted in the conditions of constant updates for crop mapping research because of its 

great productive representativeness that aims to supply the country's domestic supply, in 

addition to the contribution of crops to the country's economy, since according to the 
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National Supply Company (CONAB, 2020), 76% of the production of all irrigated rice in 

Mercosur comes from Brazil. However, the extensive planted area is an obstacle to faster 

mapping that can be circumvented with the use of remote sensors of medium resolution 

and with a dense temporal coverage for the construction of systematized time series. This 

allows an effective assessment of the phenological structure of the crop and its behavior 

during the entire cycle of development from soil preparation up to harvest. 

 The main goal of this study was to map irrigated rice in a small area of south 

Brazil. For this purpose, we used times series of two vegetation indices (NDWI and 

NDVI), calculated from MSI/Sentinel-2 satellite data, to extract metrics of irrigated rice 

cultivation to use as input data to a Random Forest (RF) model to process and identify a 

spatialized classification of rice cultivation in Uruguaiana. Compared to the Landsat 

instruments, the use of a 5-day temporal resolution and of a 10-m spatial resolution for 

some MSI bands increases the change of obtaining cloud-free data and mapping small 

fields of irrigated rice. 

2. Material and Methods 

The study area has 5,702 km² (Figure 1) and is located in the Uruguaiana municipality in 

the State of Rio Grande do Sul. This area is known by the historical use of irrigation in 

Brazil, where rice farming has been active since the beginning of the last century. 

 

Figure 1. Study Area. 

 The first step of the methodology was to obtain the satellite time series of the 

Sentinel 2A and 2B images (Figure 2). Every scene of surface reflectance image was 

collected from August 2019 to June 2020 and from August 2020 to June 2021, were used 

to calculate the Normalized Difference Vegetation Index (NDVI) [Rouse/1974] and the 

Normalized Difference Water Index (NDWI) [Gao/1996] on the Google Earth Engine 

(GEE) computing platform, then the mosaic of the scenes was performed to contemplate 

the entire study area (four images to compose a scene). In order to fill the gaps caused by 

the cloud mask, a cubic interpolation was applied to the time series. In addition, a 

Whittaker smoother was applied [Whittaker/1923] in order to remove noise from the time 

series. 
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 The crop period was chosen based on the CONAB (2019) agricultural calendar, 

extending into one month before planting to understand the flooding period of the rice 

crop plots. In spite of the adequate spatial resolution of the MSI/Sentinel-2 for mapping 

crops, we decide to resample the data to 100-m pixel size to optimize the processing time 

to extract the metrics.  

 

Figure 2. Flowchart with the process steps. 

 After gap filling and filtering, we extracted basic and polars metrics from the time 

series [Korting/2012]. The basic metrics obtained were: derivative absolute mean, mean, 

minimum value, maximum value, standard deviation, and amplitude. The polar metrics 

represent the time series projected in polar coordinates [Bendini/2020], thus it is possible 

to calculate the area of each quadrant, as described by Korting (2012). The metrics 

describe the objects' properties and help to select specific characteristics and behaviors 

that allow distinguish between the different objects present in a scene [Korting/2012].  

 The RF machine learning algorithm was used for classification of rice crops, 

considered as a supervised classification algorithm. The basis of RF is tied to a 

combination of decision models, also called decision trees, which are responsible for 

improving the accuracy of the classification [Breiman/2001]. Because it has this 

supervised feature, it was necessary to create a set of refined and adjusted training samples 

between two classes of rice and non-rice crops.  

 The samples used in the training and testing of the RF model were obtained from 

the irrigated rice mapping performed by CONAB for the 2019/2020 growing season. The 

agriculture mask was obtained from MapBiomas (2020). Rice points samples were 

randomly selected within the polygons of the CONAB rice mapping, while non-rice 

points samples were randomly obtained from the polygons of the discounted agriculture 

mask of the CONAB rice mapping. In order to reduce spectral mixture of samples, near 

a 100-meter buffer was applied before extracting the samples. 
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 A total of 1000 points were extracted (500 for each class), which were then 

carefully evaluated to verify the correct positioning of the sample in the corresponding 

area, that is, away from edges or pixels without accurate information about mapped land 

covers (rice and non-rice). 

 The model accuracy was evaluated considering the confusion matrix and the 

determination of metrics such as the overall classification accuracy, recall and precision. 

We compared RF models using different input data: (1) basic metrics, (2) polar metrics, 

and (3) the combination of basic and polar metrics. 

3. Results and Discussion 

The rice and non-rice samples showed remarkably different patterns in the time series of 

NDVI and NDWI (Figure 3). At the time before the maximum vegetative vigor of the 

grain (Feb/2020), the NDWI had a stable behavior, especially during land preparation and 

flooded stages for rice development. This curve seeks its minimum values when the 

NDVI has its peak, demonstrating the maximum vegetative vigor of the crop and the 

absence of water background influence in this period. This typically happens between 

January and February, when the crop is about to be harvested. In the non-rice temporal 

profiles, we noticed a non-standardization of the behavior of the NDVI and NDWI curves 

because of the mixture of targets present in this class. 

 

Figure 3. Temporal patterns of vegetation indices (NDVI and NDWI) for selected 

samples, for 2019/2020 time series. 
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 Table 1 and Table 2 show the performance of the NDVI and NDWI derived 

metrics to separate rice fields from non-rice areas, respectively. Results refer to the 

models trained and tested with the basic, polar, basic + polar metrics. Because of the large 

presence of rice (defined behavior) in the region and the continuous sampling throughout 

the study area, the overall accuracy was quite promising (between 95% and 98%). This 

result indicates separability between the classes. 

Table 1. Confusion matrix for crop classification using NDVI and the RF model 

during the 2019/2020 growing season. 

 

Table 2. Confusion matrix for crop classification using NDWI and the RF model 

during the 2019/2020 growing season. 

 

 Tables 1 and 2 also show the 3 models developed for the individual metrics. 

Again, a high classification accuracy (95%) was observed, especially for the NDVI Basic 

+ Polars metrics that had mapped areas of rice similar to the reference values provided by 

CONAB (79.7 thousand ha) (Table 1).   

 Sample location, data pre-processing and time series smoothing contributed to 

classification accuracy of the RF classifier. Because of careful sampling and positioning 

of the samples, a step that demanded time in the work, the accuracy of the models was 

high (above 95%). This was reflected in the final classification of the rice areas that were 

well identified and with few classification errors, as deduced from the confusion matrix 

tables. 
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 After removing the noise present in the classifications in all metrics, visually, the 

classification of the areas of the 2019/2020 crop was spatially well defined and in 

accordance with the manual classification made by CONAB. The classification result 

using basic + polar metrics for NDVI, and polar metrics for NDWI, are presented in 

Figures 4 and 5, respectively. 

  

Figure 4. Classification results using basic and polar metrics extracted from 

NDVI time series for the 2019/2020 growing season. 
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Figure 5. Classification results using polar metrics extracted from NDWI time 

series for the 2019/2020 growing season. 

 From these figures, we can observe consistency between the RF and CONAB 

maps, even considering the constraint of data resampling to 100-m pixel size in our data 

set. 

 We also performed crop prediction for currently irrigated rice areas for the 

2020/2021 period (Figure 6). Once again, the algorithm behaved promisingly when 

correctly classifying crop areas using the polar + basic metrics RF model. The total 

estimated area was 5% larger in relation to the area of the last 2019/2020 harvest period, 
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with about 83.65 thousand ha, according to the estimated classified area assigned by the 

NDVI metric bounded by the RF algorithm for the 2020/2021 crop. 

 

Figure 6. Crop prediction results using polar + basic metrics model extracted 

from the NDVI time series for the 2020/2021 period. 

4. Conclusions 

In the present work, we sought to identify irrigated rice in the municipality of Uruguaiana 

using image processing techniques and machine learning. The combined use of basic and 

polar metrics from MSI/Sentinel-2 time series of VIs and the RF model allowed 

classification of irrigated rice areas with accuracy above 95% for the 2019/2020 growing 
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season. The accuracy of the models and the estimated areas showed slight differences 

across VIs. For the NDVI time series, the best accuracy (97%) was observed in the basic 

metrics + polar model, in which the area was underestimated by 1%. For the NDWI time 

series, the best accuracy (98%) was observed in the polar metrics model, in which the 

area was overestimated by 2%.  

 The methodology was promising for the classification of irrigated rice areas and 

for crop prediction. For future work, it is recommended to extrapolate and test the 

application of the model to other regions and to use the images with the original spatial 

resolution of the MSI/Sentinel-2 (10-m) to improve the current maps. 
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Abstract. Analysis was performed to search all CG lightning most likely to
cause wildfires up to 72 h before the fire and within 1.5 km of ignition point
detected from each active fire in remote sensing data. The results address some
scientific aspects of lightning and wildfires and the connections between the
two. The electrical characteristics of the lightning candidates showed negative
polarity and peak current below 15 kA. The holdover time between lightning
and fire detection was less than 10 h while the spatial distance between
lightning candidates and active fires was less than 1 km. This approach
provides a useful tool to support the local fire managers in decision-making
regarding fire management and identifying the ignition sources of wildfires in
protected areas.

1. Introduction

Wildfire activity in Brazil has greatly increased in recent years, impacting the climate
and ecosystems as well as the economy and population health (e.g., Libonati et al.,
2020). In recent decades, natural fire regimes have been extensively modified by human
activity, especially in Brazil, which is a country with intense use of fire associated with
agricultural management and expansion (Schmidt and Eloy 2020; Pivello et al., 2021).

Fire effects can also be beneficial, depending on the sensitivity of the ecosystems
to fire, being important for maintaining ecological processes, biodiversity, habitats, and
landscape in fire-prone ecosystems (Myers 2006). The Brazilian cerrado biome is an
example of a fire-prone ecosystem, which evolved from the development of dry forests
under the influence of fire that shaped the species evolution for thousands of years
(Ledru 2002; Berlinck and Batista 2020).

Cerrado is also characterized by the occurrence of natural fires by lightning
(Ramos-Neto and Pivello 2000; Schumacher and Setzer 2021); although, in the last
decades, anthropogenic fires are more frequent in both the fire-adapted cerrado and the
fire-sensitive rainforest (Pivello 2011). However, under ongoing global warming, the
chance of lightning-induced fire is likely to increase (Price 2009; Li et al., 2020) .

The overall goal of this study is to search for lightning candidates and to
describe some characteristics such as peak current (kA) and polarity (negative or
positive) associated with lightning-induced wildfires in Serra do Cipó National Park, in
Minas Gerais State – Brazil, between 2015 to 2020.
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2. Data and methods

2.1 Lightning data

We used cloud-to-ground (CG) lightning data for the period 2015-2020 from the
Brazilian Lightning Detection Network – BrasilDAT based on technology from Earth
Networks (Naccarato et al., 2012). CG strokes included coordinates, date, time, peak
current, and polarity information. In terms of accuracy, the BrasilDAT presents an
average precision location of 500 m and detection efficiency of 90% for return strokes in
some parts of Brazil, included a study area located in Serra do Cipó National Park,
Minas Gerais (MG) state (Figure 1).

Figure 1. Sensor configuration of the BrasilDAT network with 8 installed sensors
in MG state (red points), study region in Serra do Cipó National Park (blue
polygon), and main topographic features (m).

2.2 Active fire data

Active fires used in this study were provided by four satellite sensors, namely: Moderate
Resolution Imaging Spectroradiometer (MODIS) onboard the Earth Observation System
(EOS) TERRA and AQUA polar-orbiting satellites, collection 6 version processed by
the National Aeronautics and Space Administration (NASA), with a spatial resolution of
1 km (Giglio et al., 2016) ;  Visible Infrared Imaging Radiometer Suite (VIIRS) of the
Suomi National Polar-orbiting Partnership (S-NPP) with a spatial resolution 375 m
(Schroeder et al., 2014) ; the Advanced Baseline Imager (ABI) on-board the
Geostationary Operational Environmental Satellite-R (GOES-R) renamed GOES-16,
with a spatiotemporal resolution of 2 km every 10 min (Schmit et al., 2017). All
overpasses, at day and nighttime, were used and the data were downloaded from the
Wildfire Monitoring Program of the Brazilian National Institute for Space Research
(INPE), available at http://www.inpe.br/queimadas/.

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 46-54
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2.3 Method

In order to select the igniting lightning among all CG lightning strokes, we searched for
the probable lightning candidates that occurred up to 72 h (3 days) prior to active fires
detection, considering a fixed buffer radius of 1.5 km around each active fire, accounting
the location accuracy of both datasets. In the literature, the maximum buffer distance
used is 10 km, and the maximum holdover time (phase between ignition and fire
detection) of 14 days to account for large location errors of fire and lightning (e.g.,
Schults et al., 2019; Moriz et al., 2020).

Fire severity was estimated based on steps: i) selected imagery from Landsat 8
OLI imagery for pre-pos fire, according to the method applied by Santos et al., (2019);
ii) subtraction of the delta Normalized Burn Ratio (dNBR) between the two scenes to
account for the total amount of biomass consumed; iii) flammability index (Setzer et al.,
2019). Fire severity was categorized ranging from 0 to 1: low severity < 0.5, median
severity = 0.5 and high severity > 0.5. For more details about fire severity, see Barros
and Macul (2021).

3. Results and discussion

Figure 2 shows the spatial distribution of active fires detected by S-NPP satellite and CG
lightning in Serra do Cipó National Park, between 2015 and 2020. The region with the
higher distribution of active fires is noted in the central and southwest of National Park,
with up to 15 fires/km2. CG lightning density varies between 10 to 15 lightning/km2

most of the region, with a maximum of 30 lightning/km2 in the south of National Park.

Figure 2. Spatial distribution of a) active fire from S-NPP satellite and b) CG
lightning, with 1 km spatial resolution. Label bar values indicate the number of
fires or lightning per km2.
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The annual distribution of active fires shows a significant increase in the year
2020, corresponding to 64% of all fires for the period (Figure 3a). The monthly
distribution (Figure 3b) shows that the peak of fire occurs in September and October,
marked by a transition period between the dry and wet seasons, in which dry weather
conditions and litter accumulation favor the ignition and spread of fire (Collins et al.,
2019). Alvarado et al., (2017) showed that the dry season length and the distribution of
precipitation during the season are the main drivers for increasing fire occurrence at
Serra do cipó.

Concerning the annual distribution of CG lightning shown in Figure 3c, there is
no clear increase or decrease of lightning activities during the analyzed period. Between
2015 and 2017 there is a slight decrease in CG lightning, while 2018 presents the
highest occurrence, decreasing until 2020. Monthly CG lightning activities follow the
distribution of precipitation in the Minas Gerais State, occurring mostly during the wet
season (Figure 3d).

Figure 3. Temporal distribution of a-c) annual and b-d) monthly active fire from
S-NPP satellite and CG lightning.

The search for lightning-causing ignition in Serra do Cipó National Park results
in candidates associated with only one case of natural fire between 2015 and 2020. The
case occurs in 2020, where electrical activity is registered on January 7th at around 4
pm, with a total of 16 CG lightning inside the National Park (Figure 4a). Active fires
were detected about 9 h after electrical activity, on January 8th. The TERRA satellite
detected one active fire at 1:35 am while the S-NPP five, at around 3:46 am, located in
the southwest region of the National Park (Figure 4a). Note that the differences in fire
incidence between the sensors are due to distinct spatial and radiometric resolutions.
The VIIRS sensor onboard S-NPP detects up to ten times more active fires than the
MODIS/AQUA-TERRA satellites.
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Figure 4. a) Spatial distribution of CG lightning and active fires within Serra do
Cipó National Park on the day of natural fire. b) Distances (m) between closest
lightning candidates and active fires detected by TERRA and S-NPP satellites.

The distance between the first active fire detected by TERRA and the closest CG
lightning is around 800 m, and 400 m in relation to that detected by S-NPP. Further
south of the first active fire detected (~2 km) the distance between the CG lightning and
fire is 500 m (Figure 4b). Regarding the electrical characteristics of the lightning
candidates, both present negative polarity, with the peak current of -7 and -11 kA.
Negative peak currents below 20 kA are associated with the presence of long continuing
currents (lasting more than 40 milliseconds) which presents greater potential to ignite a
fire (Larjavaara et al., 2005; Saba et al., 2010).

Information on meteorological variables from a conventional station Conceição
Do Mato Dentro-83589, MG (-19.02 S, -43.43 W), from the National Institute of
Meteorology - INMET, located approximately 40 km south of the center of the National
Park, records the daily average of air temperature of 26 ºC and relative humidity of 79%
on the day of occurrence of the lightning candidates. There is no precipitation on the
day of the case and no consecutive days without precipitation, ie, there is a record of
precipitation in days preceding the case.

This case of natural fire has been confirmed by the Chico Mendes Institute for
Biodiversity Conservation (ICMBio) as a source of lightning ignition. They reported an
estimate of 192 ha of burned area, about 0.6% of the conservation area. Other wildfires
by lightning events within the National Park were reported, but some cases were not
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detected by satellite sensors due to quickly suppressed fire while others were reported
outside the study period.

To illustrate the burn scars related to the natural fire, we identify the burned area
within the National Park, using the shortwave infrared, RGB (12.8A, 4) false-color
composite from the Sentinel-2 viewer, of the Sentinel Hub Playground
(https://apps.sentinel-hub.com/sentinel-playground). Figure 5 shows a comparison of the
region before and after the wildfire event, highlighting the burn scar.

Figure 5. The contrast between pre and post changes images related to natural
wildfire in Serra do Cipó National Park, from the Sentinel-2 viewer. Red polygon
indicates fire scar.

Additionally, we quantify the fire severity within the extent of the fire-affected
area in Serra do Cipó associated with natural wildfire. The approach method is still
being elaborated by National Institute for Space Research (INPE; Marco XXX), it is
based on the centroid value of each pixel inside the burned scar. Fire severity provides a
description of how fire affects ecosystems, related to the loss or change in organic
matter caused by fire (Gibson et al., 2020).

Figure 6 shows the spatial fire severity captured on February 2nd, from the
burned scar. The average value of fire severity is 0.39, considered low severity. The
highest value is 0.42, below 0.5 which is related to medium fire severity. Low severity
may indicate that the fire-affected area was not recurrent from other fires, without a
severe impact on vegetation. This approach provides guidance to managers about
planning and implementing fire suppression in the conservation units.
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Figure 6. Fire severity with burn scar mapped on February 2, 2020 associated
with fire natural event.

These findings imply that most wildfires within the Serra do Cipó landscape are
not from natural sources and may be associated with fire propagation that occurs around
the National Park, in the Morro da Pedreira Environmental Protection Area, where
agricultural techniques with the use of fire still occur (e.g., Alvarado et al., 2017).
However, lightning activity is expected to increase under projections of a warmer
climate, and hence the potential for lightning-caused fires in the future (Price 2009; Li et
al., 2020).

4. Conclusion

The aim of this study was to search for lightning candidates that ignite wildfires in Serra
do Cipó National Park from 2015 to 2020, based on active fires detected through
satellite remote sensing, according to the distance between fires and lightning in time
and space.

It is found one event that could be associated with a lightning stroke, with
negative polarity and peak current below 15 kA. The holdover time was less than 10 h
between lightning occurrence and fire start detection and the spatial distance between
lightning candidates and active fires were less than 1 km.

The results presented here can help local fire managers in making-decision to
fire threats in protected areas. These results will also be useful for further investigation
into the relationships between lightning and fire risk and severity.
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Abstract. Tropical forest remnants play an important role as carbon sinks. 

Landscape-scale studies are important to understand how landscape structure 

and its elements are related to patterns of carbon stocks and biodiversity. The 

results can contribute to improved management of protected areas that have 

been affected by planting of exotic tree species. In this work, we used 

landscape metrics and estimated the loss of carbon sequestration potential in 

newly formed edges in a scenario of removing of planted stands of various 

species of Pinus in a protected area in south-eastern Brazil. Our results 

showed that the removal of Pinus stands is expected to lead, at first, to a loss 

of carbon sequestration by native forest stands at the newly created edges, 

especially in the first five years following the removal of the stands with exotic 

tree species. 
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1. Introduction 

Large expanses of natural environments have been negatively affected by land use 

changes such as the expansion of agricultural activities and urban development in the 

last century. In Brazil, one of the consequences of these processes has been the 

reduction of the area of primary forest cover, forest fragmentation and habitat loss 

[Laurance, Vasconcelos, Lovejoy, 2000, Metzger, 2009, Silva Junior et al., 2018]. 

According to Moraes et al. (2015), the fragmentation process produces a 

heterogeneous effect on the landscape, characterized by distinct units or elements such 

as matrices and forest remnants of different sizes. The spatial distribution of landscape 

elements is the result of the combination of the original land cover an its historical 

change via land use. 

The Atlantic Forest biogeographic domain has been severely affected by 

fragmentation and degradation [Joly, Metzger and Tabarelli, 2014]. Of its original 150 

M ha forest cover [Ribeiro et al., 2009], only 28% remain [Rezende et al, 2018], 

indicating a large historic loss of carbon stocks. Currently, the Atlantic Forest is 

characterised by the dominance of isolated remnant fragments smaller than 100 ha, 

many being of secondary origin, in their initial and medium stages of succession 

[Metzger et al., 2009]. The most common land cover types surrounding the forest 

remnants are pastures, agricultural fields and urban areas. The Atlantic Forest is a 

biodiversity hotspot [sensu Myers et al., 2000] and it hosts one of the most diverse 

endemic rainforest biota in the world [Myers et al, 2000 and Laurence, 2009]. 

The severely fragmented nature of the Atlantic Forest implies that the fragments 

are in different stages of regeneration from disturbance [Ribeiro et al., 2009 and 

Tabarelli et al., 2012]. Importantly, secondary forests, planted or naturally regenerating 

have an increasing role as a potential sink of atmospheric carbon [Kamiuto, 1994, 

Villanova et al., 2019], and because of that, it is rapidly becoming one of the main poles 

of attraction of international investments.  

To ensure a balance between the biodiversity conservation and the continued 

provision of various ecosystem services, such as food production, climate change, the 

regulation of the water and carbon cycles, careful land use planning is necessary. 

Carbon sequestration from forest regeneration could be assertive strategy to accomplish 

the ambitions forest conservation and restoration programs planned for the coming 

years, such as 200Mha of forest landscape restoration commitments as part of Bonn 

Challenge. For this, understanding how landscape configuration is related to the transfer 

of energy and matter among landscape units and, in turn, to modulating the dynamics of 

plant and animal communities is necessary [Lovett et al., 2005, Turner, 2005]. 

Applying landscape ecology metrics, landscape structure and its elements can be 

described quantitively. The application of metrics may be used for management 

planning (reconfiguring landscape structure for water yield regulation), or in 

conservation management planning (e.g., creation of corridors, exploring the impact of 

the removal of stands of exotic plant species) as they offer strategic guidelines 

[McGarigal, Marks, 1995]. Landscape metrics have been used to quantify changes in 

land use and land cover such as (i) its spatial relationship structure between ecosystems 

and/or elements present therein, (ii) its ecological function and the interactions among 

spatial elements, and (iii) change in the structure of the elements as a whole [Scalioni et 
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al, 2018, McGarigal, Marks, 1995]. There are conservation unit-level studies on the 

detrimental effects of fragmentation (Putz et al., 2014) and land use change (Rosa et al., 

2021) on AGB stocks, but none of them consider the first years impacts of landscape 

reconfiguration. 

In this work we described the current landscape of Parque Estadual Campos do 

Jordão, São Paulo state, Brazil, and explored a scenario of the contemporaneous 

removal of ca. 1500 ha of Pinus and other exotic tree plantation, to estimate the carbon 

sequestration loss in newly formed edges after exotic species removal.  

2. Materials and Methods 

2.1 Study area  

The study was carried out in the Parque Estadual Campos do Jordão (PECJ), a 

designated protected conservation area (state park) of 8,341 ha in the Serra da 

Mantiqueira Protected Area (Figure 1). The PECJ was created in 1941 to protect the 

critically endangered plant species Araucaria angustifolia [Thomas, 2013]. In addition 

to this species, the PECJ is home to more than 800 species of vascular plants, 25 of 

which are listed as being under some level of threat. 
 

 

Figure 1 - Location of the study area Parque Estadual de Campos do Jordão, São Paulo 
State, Brazil. 

The climate of PECJ is characterized by an average annual temperature of ca. 

14.3ºC, total annual precipitation ranges between 1,205 to 2,800 mm [Fundação 

Florestal, 2015]. The elevation of the PECJ ranges from 1,030 to 2,007 m above sea 

level, and it is covered by mixed ombrophilous forests (tropical montane forest) with 
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Araucaria angustifolia. There are extensive areas covered by open grassy-shrubby 

vegetation, plantations of seven Pinus species, mostly of P. elliotti and P. taeda 

covering about 1080 ha [Fundação Florestal, 2015]. 

Historically, the Park underwent an intense deforestation process for extraction 

of wood for civil construction and there was livestock husbandry practiced. After the 

designation of the Park, it supplied firewood for the railways and in the late 1950s and 

early 1960s over 2000 ha was planted with Pinus species native to North America 

[Sampaio, Schmidt, 2013, Fundação Florestal, 2015].  

2.2 Characterization of the landscape of the PECJ  

A landscape analysis was performed by calculating landscape metrics based on the land 

use and land cover map (Figure 2) from the Park Management Plan [Fundação Florestal, 

2015].  
 

 

Figure 2 – Land use and land cover map of the Parque Estadual de Campos do Jordão 
(2015). 

In the first step, a binary forest vs. non-forest map, based on the land use and 

land cover map from Fundação Florestal (2015) was created with spatial resolution of 

30-m. Areas classified as “Regeneration”, “Reforestation with Araucaria” and 

“Reforestation EE/EEI” were considered as forest. The “Reforestation EE/EEI” class 

indicated the area with reforestation with exotic species/potentially invasive species. All 

the other classes were grouped as non-forest.  

In the second step, landscape metrics were calculated by using the 

Morphological Spatial Pattern Analysis (MSPA) tool implemented in the open-access 

software GUIDOS toolbox from the European Commission's Joint Research Centre 
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[Soille, Vogt, 2009]. MSPA carried out an automatic classification by assigning each 

pixel to different fragmentation classes: (1) Edge: perimeter of the forest area, (2) Core 

area: innermost area of a forest fragment, (3) Island: disconnected portions of the 

fragments with no core area, (4) Perforation: inner edges, (5) Loop and (6) Bridge: 

connectivity metrics with no core area, but connecting forest fragments, (7) Branch: 

narrow extension of the fragment with no core area [Soille, Vogt, 2009]. 

From the MSPA analysis, the categories with no core area (island, perforation, 

loop, bridge and branch) were used to define edge for this work. An edge depth of 120 

m was adopted after Silva Junior et al. (2018) and Vedovato (2016) for the subsequent 

calculation of the annual rate of lost carbon sequestration at newly formed edges. 

2.3 Simulation of the contemporaneous removal of stands planted with exotic tree 

species  

According to the Management Plan of the Park, areas currently planted with exotic 

species should be clear-cut and reforested with native species [Fundação Florestal, 

2015]. The removal of patches of closed vegetation creates new forest edges. Forest 

edges suffer from the so-called edge effect (e.g., alteration of local climate, direct effect 

of wind speed, increased mortality tree rate) [Berenguer et al., 2014, Magnago et al., 

2015, Laurance et al., 2018]. It has been shown that edges created during fragmentation 

suffer a reduction in their capacity to sequester carbon. To simulate the impact of the 

removal of all stands of exotic plantations on the capacity to sequester carbon by 

remaining native forest vegetation in the newly created edges, we substituted all original 

polygons of Reforestation EE/EEI for non-forest. 

After reclassified the land use land cover map, the landscape metrics were 

recalculated in MSPA. Subsequently, applying map algebra, the reclassified map was 

subtracted from the previous MSPA analysis to identify the new edges. Additionally, 

the core and border area value for the newly generated map were updated. 

To quantify the loss of potential carbon stock in the hypothetical newly edge 

areas, we used the method by Silva Junior (2018). The method approach is based on the 

tree mortality rate caused by edge effect along the following years. According to Silva 

Junior (2018), the annual non realised carbon sequestration in edges as compared with 

core areas of forest tends to zero after five years, as shown in Table 1. Also, we 

considered the aboveground biomass density map from Baccini et al (2012), as it has 

suitable spatial resolution for local scale analyses (30 m map)  

 

Table 1 - Loss of carbon stock by age of forest edge  

Age (year) 
  

1 0,233 0,010 
2 0,069 0,003 
3 0,033 0,001 
4 0,019 0,001 
5 0,013 0,001 
6 0,009 0,000 

Source: Adapted from Silva Junior (2018). 
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Non-realised carbon sequestration by age of the forest edge was calculated 

according to equation 1. 

 
 (1) 

where,  is the lost (non-realised) quantity of the carbon stock per year, BAS is 

the above-ground biomass value estimated by Baccini et al. (2012),  is the annual rate 

of carbon loss in Mg per unit area. 

3. Results and Discussion 

The total area covered by forest corresponded to ca. 88% of the area of the PECJ, of 

which 75.3% (5500 ha) were classified as core area and 24.7% (1810 ha) as edge 

(Figure 3a). The contemporaneous removal all exotic species (1080 ha) resulted in 

creating 910 ha of new forest areas affected by the edge effect (Figure 3b). However, 

the proper management of these areas can contribute to the restoration of up to 1080 ha 

of forest, which has the potential to allocate about 0.1 Tg of carbon from atmosphere. 

 

 

Figure 3 – Forest areas affected by the edge effect in the Campos do Jordão State Park 
under current land cover (A) and under the scenario of contemporaneously removing 
exotic species (Pinus, non-Pinus conifers and Eucalyptus spp). 

The simulation of the carbon loss owing to edge effect showed that the PECJ 

could amount up to 0.38 Tg of carbon over six years after the removal of the exotic 

plantation. Most of the non-realised carbon sequestration (0.23 Tg C) would occur 
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during the first year of the simulation, at an average rate of 17.8 ± 2.1 Mg ha-1. After the 

fifth year, the annual loss would not be superior to 0.01 Tg C yr-1. 

Many protected areas in the Atlantic Forest in the state of São Paulo include 

areas planted with exotic species [Sampaio, Schmidt, 2014]. These species were planted 

by the state Forest Research Institute for experimental purposes with a view for 

evaluating their potential for plantation forestry. The presence of exotic species is 

undesirable in protected areas as can interfere with the integrity of native ecosystems 

[Bechara et al., 2013, Burgueno et al., 2013 and Sampaio, Schmidt, 2014] by altering 

the biology and chemistry of soils, causing change in forest structure and composition, 

and altering biotic relations [Richardson, Williams, Hobbs, 1994 and Richardson, 

1998]. 

The removal of stands of exotic species from protected areas incurs a carbon 

cost by (a) the removal of biomass via harvesting, causing soil loss during harvesting 

operations and indirectly by creating forest edges, exposing them to edge affects, which 

will result in a reduction in carbon sequestration and carbon stock. With time these 

losses will be compensated by the regrowth of secondary forest stands, composed of 

native species. It has been estimated that secondary forests in the tropics contribute to a 

total accumulated carbon stock of up to 192 MgC ha-1 [Shimamoto, Botosso, Marques, 

2014]. The benefits of native species regrowth go further than enhanced carbon 

sequestration, which is 40 times greater in naturally regenerated forest compared to 

planted forests [Lewis et al., 2019], it also contributes to recover and conserve 

biodiversity, enhance productivity and ecosystem resilience, and soil and hydrological 

stability [Sacco et al., 2020].  

As our simulation results regarding to edge effect showed, clear-cutting 

plantation areas is expected to reduce temporarily the amount of carbon stock and 

carbon sequestered by the remaining forest. The newly exposed edges would receive 

increased exposure to radiation and higher temperatures, affecting the local 

microclimate, in addition to greater exposure to exogenous factors such as wind. Our 

results are based on the application of an empirical equation that we did not validate in 

our study area therefore the numerical values may not be accurate. Nonetheless, the 

potential carbon loss owing to edge effect will occur. Edge effects also negatively affect 

biodiversity [Laurance et al. 2000, Magnago et al., 2017]. To avoid or at least reduce the 

impacts that edge effects are likely to cause to biodiversity and carbon sequestration 

(and other ecosystem services that we have not quantified in this study) a potential 

practical solution could be the gradual substitution of these exotic planted areas, for 

example by applying thinning/selective harvesting to encourage natural regeneration 

before the final removal of the remaining individuals of exotic species. Minimising the 

negative impacts of removing invasive exotic species, will maximise in terms of both 

biodiversity and ecosystem services the benefits of restoring native forest cover in the 

PECJ and more widely in the Atlantic Forest. 

4. Final considerations 

Careful management of invasive and exotic species is required to minimise the impacts 

on carbon sequestration and other ecosystem services and maximise the benefits to 

biodiversity. We highlighted the importance of edge effects that clear-cutting could 

cause in terms of foregone carbon sequestration benefits.  We recommend that targeted 
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research, including academia and conservation and forestry practitioners explore 

management methodologies to minimize the impact of replacing stands of exotic 

species with stands of native species on ecosystem services and biodiversity. Integrated 

studies that combine ecosystem ecology and landscape ecology along with the 

quantification of the impacts of planned interventions on ecosystem services are 

recommended to assist local management units and to strengthen the knowledge base 

for environmental policies on restoring native vegetation and conserving ecosystem 

services. 
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Abstract. The environmental issues, like burn events and deforestation, have
been growing in Brazilian Amazonia mainly as a result of the expansion of agri-
cultural activities and land grabbing. In this sense, Remote Sensing appears
as an important tool for the study of these events. With this in view, this study
aims to describe the land cover and map the susceptibility to fire of São Félix do
Xingu - PA using spatial metrics in the region.

1. Introduction
Recently, the Brazilian Amazonia has been suffering a lot of deforestation and burn events
due to the expansion of agricultural activities that use these techniques to remove the na-
tive vegetation. Furthermore, this region has suffered along the years with the land spec-
ulation and grabbing, which uses illegal fires to occupy those areas [Ferrante et al. 2021]
[Azevedo-Ramos et al. 2020]. The city of São Félix do Xingu, located in the state of
Pará, is inserted in the Amazon region. In this region, between the years of 2008 and
2017, an increase of 450% in the number of fires was registered [Melo Neto et al. 2019].
The land cover and its dynamics, in this situation, becomes a good parameter to evaluate
fire susceptible regions.

In this context, Remote Sensing becomes an important tool for identifying and
describing land characteristics. Remote Sensing allows obtaining data at different peri-
ods of the studied event, enabling analysis of the observed event in a multitemporal way
[Van Westen 2000]. The image classification techniques have drawn the attention of the
Remote Sensing community, once the results can be used as a great basis for environmen-
tal and socioeconomic studies [Lu and Weng 2007].

Concomitantly, the application of classifier algorithms based on machine learn-
ing emerges as an efficient alternative compared to traditional classifiers, principally in
classifying datasets with large dimensions.

In this sense, the use of spectral indices obtained through the linear combination of
spectral bands can be interesting. Such indices are responsible for transforming the spec-
tral responses obtained in the sensor for each spectral band into an index that describes the
behavior of a target. In this way, the distinction concerning a pre-defined target becomes
much more effective using indices than that observed for each of the spectral bands alone
[Jackson 1983].

The extraction of spectral indices such as the NDVI (Normalized Difference Veg-
etation Index) [Rouse et al. 1974], EVI (Enhanced Vegetation Index) [Huete et al. 1997]
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the NDWI (Normalized Difference Water Index) [Gao 1996] and the NBR (Normalized
Burn Ratio) [Roy et al. 2006] makes it possible to obtain information about recent fire
and fire events, such as the severity of the event and the identification of affected areas
[Hislop et al. 2018, Tran et al. 2018].

The extraction of spatial metrics enables the quantitative description of patterns
and phenomena associated with land cover. The application of image classification tech-
niques associated with the extraction of spatial metrics are presented as valuable tools in
the mapping of land use and land cover and in the description of the characteristics and
dynamics of land use in the place of interest [Kong et al. 2012].

2. Study Area
The city of São Félix do Xingu is located in the state of Pará, in the North region of Brazil.
It has an extension of approximately 86.000 km2, being defined as the sixth-largest city
in the country. Figure 1 presents the Study Area.
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Figure 1. Location of Study Area

The city has an estimated population of 135.732 inhabitants in 2021, according to
the IBGE (Instituto Brasileiro de Geografia e Estatistica). The city has, since 2001, one
of the highest rates of deforestation in the Amazon region. Concomitantly, São Félix do
Xingu is the city with the largest cattle population in Brazil, creating a scenario of defor-
estation with the use of fire to create pasture areas [IBGE 2021] [Schneider et al. 2015].

3. Theoretical Framework

3.1. Image Classification

The classification process is based on the application of a function F which is respon-
sible for associating the elements of the attribute space X to one of the classes in
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Ω = {ω1, ω2, . . . , ωc}. So, for every x ∈ X and y ∈ Y = {1, 2, . . . , c}, y = F (x)
defines that the element x belongs to the class ωy. The result of an image classification
process is expressed by F (I), where I is an image with pixels expressed by attribute
vectors arranged on a lattice S ⊂ N2.

There are different image classification methods defined in the literature, and
these methods differ in the modeling of the F : X → Y . Concerning the super-
vised classification methods, the function F is modeled through a training set D =
{(xi, yi) ∈ X × Y : i = 1, 2, . . . ,m} in which the class label associated with each vec-
tor is known. In this sense, F maps the elements of X into Y based on behavior learned
from D.

3.2. Random Forest
Random Forests (RF) comprises a supervised classification approach based on a set of
decision trees. The final decision-making regarding the classification proposed by the
method is based on a majority voting system. The use of sampling bootstrap also allows
the determination of different models from a single training set [Breiman 1999].

The decision trees that composes the RF model offer sensitiveness to training data.
That is, the different models tend to be distinct from each other. This factor determines
that the classification occurs in an erroneous way only when the decision trees mistakenly
point to the same class. Moreover, the decision trees in this model are based on part of
the available attributes randomly selected, enabling then a more significant distinction
between the different trees.

3.3. Spatial Metrics
By definition, spatial metrics are quantitative indices that can represent physical charac-
teristics of land use and land cover. These measures are obtained through digital analysis
of maps at a given resolution [Huang et al. 2007] [Herold et al. 2002]. In this study, four
spatial metrics were used to characterize and describe the space: percentage of landscape,
patch density, coefficient of variation of the patch areas, and edge density of the patch.

It must be defined, in order to obtain the patches that make up the spatial metrics,
the spatial neighborhood:

Vρ (si) = {si ∈ S : d (si, t) < ρ; t ∈ S} , (1)

considering d(·, ·) as the maximum distance, that is: d (a, b) = max {|a1 − b1| , |a2 − b2|}
for a = {a1, a2} and b = {b1, b2} elements of S. Also, ρ represents the neighborhood
radius of si.

Based on the spatial neighborhood of si, a patch can be established as each set of
positions that have a common class and are spatially connected according to a neighbor-
hood of order 1. A patch M (y)

j (si, ρ) is represented by:

M
(y)
j (si, ρ) = {t ∈ Vρ(si) : C(t) = ωy, C(t) = C(r), ‖t− r‖ ≤ 1} . (2)

The percentage of landscape is defined by:

Py =
Ay
A
, (3)
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where Ay = #
my⋃
j=1

M
(y)
j (si, ρ) determines the area of the patches associated with the

class ωy, obtained through the total number of pixels associated with this class, and

A = #
c⋃

k=1

mk⋃
j=1

M
(k)
j (si, ρ) determines the sum of the areas of all patches. mk represents

the number of patches related to ωk ∈ Ω class.

The coefficient of variation of the patch areas is expressed by:

CVy =
σ
(
M

(y)
j (si, ρ)

)

µ
(
M

(y)
j (si, ρ)

) ; j = 1, 2, . . . , my , (4)

where CVy, σ
(
M

(y)
j (si, ρ)

)
and µ

(
M

(y)
j (si, ρ)

)
are, respectively, the coefficient of

variation, standard deviation and mean of the areas of the patches associated with the
class ωy referring to the neighborhood Vρ (si).

The patch density quantifies the proportion of the number of patches of determined
class in relation to the area of all patches. Patch density is obtained by:

Dy =
my

A
, (5)

At last, the edge density of the patch defines the proportion of the length of the
edges in relation to the area of all the patches. Edge density of the patch is obtained by:

By =

my∑
j=1

b
(y)
j (si, ρ)

A
, (6)

where b(y)j is the perimeter of a patch M (y)
j (si, ρ).

4. Fire susceptibility modeling
Initially, the study area was obtained by a multitemporal remote sensing series, covering
the years of 2000, 2005, 2010, 2015, 2019, and 2020. By visual interpretation, samples
were extracted considering four different classes according to its use and biomass exist-
ing in the region: high biomass, medium biomass, low biomass, and ”other”. High and
medium biomass represent, respectively, forest and regeneration areas; low biomass rep-
resents pasture or exposed soil areas; the ”other” class represents areas in which there is
no accumulation of plant biomass, such as water bodies.

Posterior, it was extracted four spectral indices to describe the selected areas:
NDVI, NDWI, NBR and EVI.

Each image from the multitemporal series was subjected to a primary classifica-
tion process, using RF classifier, that considers the four previously established classes
of plant biomass. The RF method was submitted to a parametrization process using the
Grid-Search process. Hypothesis test was also employed to compare the kappa coefficient
computed from the classification results.
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Regarding each obtained primary classification, it was applied the four spatial
metrics discussed in Section 3.3 to extract features from the land use and land cover in
the region.

Using the 2020 image, samples were selected in regions affected and unaffected
by fire according to the Real-Time Deforestation Detection System (DETER). This tool
is maintained by the National Institute for Space Research (INPE).

Posterior, these samples is employed to model of logistic regression that, when
applied to neighboring regions, can provide an inference about fire susceptibility. The
susceptibility results are expressed through values in [0, 1]. The susceptibility classes
were defined according to Table 1.

To implement the proposed method was adopted the programming language
Python 3.8, the libraries utilized were: Pandas and Numpy to construct and manipulate
the datasets used; Scikit-Learn to apply the classifications and regressions methods. To
extract the remote sensing images, considering the region of interest, period, sensor and
cloud occurrence threshold (20%), was used Google Earth Engine Application Program-
ming Interface (GEE - API) for Python.

The proposal to fire susceptibility modeling is explained in Figure 2.

Table 1. Susceptibility Classes.
Forest Fires Susceptibility Susceptibility classes

[0, 0.2) Very Low
[0.2, 0.4) Low
[0.4, 0.6) Medium
[0.6, 0.8) High
[0.8, 1] Very High

Suscetibility mapping

Multitemporal image series

Landsat-5 TM (2000, 2005, 2010)

Landsat-8 OLI (2015, 2019, 2020*)

Primary classification

Random Forest

Grid Search for parameter tuning

Test distinct
spectral indices
and attributes

Period:
2000-2019

Spatial metrics extraction

Compute spatial metrics for each class/year

Consider appropriate neighborhood radii

LULC samples

High biomass
Median biomass
Low biomass
Others

Burnt and Non-burnt samples

Collect samples on burnt and non-burnt areas

Use 2020 as instant of reference

Logistic regression model

Assessment and analysis

Figure 2. Research Proposal
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5. Results and Discussion
Initially, according to Section 4, primary classifications were obtained for each image in
the multitemporal series. To evaluate different parameter configuration, the 2015 image
was used to extract kappa from each group of parameters. The higher registered kappa
was 0.8607, by the parameter configuration with all spectral indices and bands.

(a) Landsat-8 OLI image (2015) (b) Primary classification (2015)

(c) Color composition with spatial metrics

Figure 3. The study image, LULC samples and primary classification for 2015.

In this sense, the four spatial metrics (defined in Section 3.3) were extracted from
each primary classification considering ρ = 5. The primary classifications were obtained
considering four primary classes. Four spatial metrics were extracted for each classified
image. Consequently, each image of spatial metrics has 16 spatial metrics features.

Through DETER, samples were selected according to the burn scars regions and
regions that were not affected by fire in the 2020 study area. On the other hand, the
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samples attributes was defined by the spatial metrics computed between 2000 and 2019,
where the obtained samples were labeled according to the occurrence or not of fire. A
logistic regression model was built based on this training set and was applied to all study
images areas. As a result, it was obtained a fire susceptibility map illustrated in Figure 4.

7.
0°

S

7.
0°

S

52.5°W

52.5°W

52.0°W

52.0°W N
Fire Susceptibility: 

Very Low

Low

Medium

High

Very High

Fire Susceptibility: 

Very Low

Low

Medium

High

Very High

(a) Fire susceptibility map

7.
0°

S

7.
0°

S

52.5°W

52.5°W

52.0°W

52.0°W N
Fire Susceptibility: 

Very Low

Low

Medium

High

Very High

Fire occurrence (2020)

Fire Susceptibility: 

Very Low

Low

Medium

High

Very High

Fire occurrence (2020)

(b) Fire Occurrence (2020)

Figure 4. Fire suscetibility map result and fire-affected areas according to DETER
data for 2020.

To evaluate the performance of proposed method, a histogram was constructed
with the probability of fire in each pixel from the image obtained through the logistic
regression model. The histogram can be visualized in Figure 5, where the blue data is
composed by the samples of burn scars (obtained from DETER) and the red data are
samples randomly extracted from the image but with equivalent amount of burn scars
samples.
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Figure 5. Mann-Kendall test

Through the visualization of the histogram representation, we may observe that the
regions of burn scars were more frequently recognized as regions with high probability
of burning when compared to the entire image. To confirm a difference between the
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two obtained datasets, a Mann-Kendall test was applied in a dataset composed by the
difference between the two datasets defined in the histogram. It was obtained by this test
a ρ-value equal to 0.000346, which defines the existence of a non-monotonic trend on the
obtained dataset.

6. Conclusions

Based on the above results, it is possible to consider that the proposed fire susceptibility
mapping method presented satisfactory results, which can be evaluated by applying the
proposed statistical methods. In comparison with the DETER data, used as validation to
the proposed method, the regions characterized as burn scars presented, in parts, a high
fire susceptibility.

The study area had a high number of fire occurrences registered in 2020 (i.e., the
reference year). This factor facilitated the application of the proposed methodology since
the accuracy of the logistic regression model can be directly linked to the number of fire
samples taken as reference.

In this context, although the results showed potential, the proposed method de-
mands for tests in regions with different land use and land cover characteristics, enabling
a better assessment of the proposal in different contexts.
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Abstract. Brazil has a substantial diversity of agricultural activities that pose
challenges to developing public policies for the sector. Characterizing the evo-
lution of this diversity in time and space is of paramount importance both for
agribusiness and for small producers. Based on annual estimates of agricul-
tural production, it is possible to group Brazilian municipalities according to
their trajectory over the years. In this work, these estimates were used to cal-
culate the annual agricultural diversity per municipality-category, and cluster
them according to the proposed method based on the Self-Organizing Map that
is usually more suitable for large datasets with non-convex structure. Results
showed that the proposed method is suitable for the Brazilian agricultural spa-
tial panel data and presented better results when compared with the k-means
and Genelarized Linear Mixture Model method.

1. Introduction
The Brazilian agricultural activities show a huge spatial diversity due to economic
and historical processes, and this constrains the public policy design to support either
smallholder farmers and the agribusiness [Schneider and Cassol 2014]. As stated by
[Teixeira and Ribeiro 2020, Sambuichi et al. 2016] the Brazilian rural diversity impacts
food security and resilience of agricultural systems, mainly on the small rural business.
Moreover, knowing this spatial diversity can be valuable in identifying new agribusiness
trends and unveiling regional and local heterogeneities.

One way to investigate agricultural diversity is to use indices to measure di-
versity from data about the production or cultivated area [Dessie et al. 2019]. In
Brazil, there are some studies about family farming as in [Sambuichi et al. 2016], and
[Teixeira and Ribeiro 2020]. The latter used the Simpson’s diversity index on Pronaf
Aptitude Statement (DAP, Declaração de Aptidão ao Pronaf) data to classify all the

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 75-86
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Brazilian family farmers into very diverse, diverse, poorly diverse, and not diversified.
[Teixeira and Ribeiro 2020] also applied Simpson’s index to classify the Minas Gerais
municipalities according to the mean of their agricultural quantity production using IBGE
estimates between 2014 and 2018. Despite these studies, there is a lack of work about
general spatio-temporal agricultural Brazilian diversity.

In this work, a diversity index based on Shannon’s entropy index and a proposed
machine learning clustering algorithm has been applied to identify spatiotemporal patterns
of Brazilian agricultural activities. We used annual values estimated by the IBGE between
1999 and 2018 related to temporary and permanent cultivated crops, animal population
(including dairy animals), aquaculture, vegetal extractvism, and silviculture [IBGE 2020].

The proposed method is based on the Self-Organizing Map (SOM), which aims
to order the data into a low dimensional grid for clustering, and visual data exploration
[Kohonen 2013]. In this paper, the location of each observation (municipality) will not be
considered in the clustering process as proposed by [Skupin and Hagelman 2005].

The adopted strategy will consider each observation-year an entry to the
SOM and observe what trajectory is generated on the neural map by chronolog-
ically linking each one as proposed by [Chen et al. 2018, Ling and Delmelle 2016,
Augustijn and Zurita-Milla 2013, Wang et al. 2013]. The spatial patterns will be verified
after the clustering process, simply mapping the result into the Brazil map and checking
for global and local spatial dependences according to [Qi et al. 2019, Chen et al. 2018,
Ling and Delmelle 2016, Wang et al. 2013].

The performance of the proposed method was compared with two
other approaches to cluster spatial panel data, k-means adapted to panel data
[Genolini et al. 2015] and a Generalized Linear Mixture Model (GLMM) us-
ing Markov Chain Monte Carlo (MCMC) to estimate parameters and cluster
[Komárek and Komárková 2014, Komárek and Komárková 2013].

This paper is organized as follows: Section 2 presents the spatial panel data, the
proposed clustering method based on Self-Organizing Map, and other methods and qual-
ity clustering measures. Section 3 shows the results and discussion, and section 4 is
dedicated to conclusions.

2. Material and methods

2.1. Spatial panel data - Brazilian agricultural diversity

The diversity of Brazilian agriculture has been evaluated based on the analysis of raw data
from eight categories from IBGE annual estimates for the period 1999 to 2018: animal
population, including dairy animals (DIV.EFETIVO); the planted area with temporary
crops (DIV.PLANT.T), value of production of animal origin (DIV.VL.PRODANI), tem-
porary (DIV.VL.T) and permanent (DIV.VL.P) crops, aquaculture (DIV.AQU.VL), vege-
tal extraction (DIV.EXTV.VL) and forestry (DIV.SILV.VL) [IBGE 2020].

Then, the panel data are composed of eight diversity indexes for each of the 5570
municipalities for 20 years, from 1999 to 2018, so it comprises 111400 observations.
Table 1 presents a statistical summary for them. The aquaculture production value index
(DIV.AQU.VL) showed a high coefficient of variation, the animal population, including
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dairy animals (DIV.EFETIVO), and planted areas with temporary crops (DIV.PLANT.T)
indexes showed the highest averages with the smallest coefficients of variation.

Shannon's entropy [Shannon 1948] has been chosen because it is invariant to the
number of possible elements in each category. Thus, it is possible to compare the diversity
indices of different categories based on entropy (Equation 1).

Diversityltp = −
m∑

i=1

[
Xltpi∑m
j=1Xltpj

logm

(
Xltpi∑m
j=1Xltpj

)]
(1)

where t represents the year of reference, l the category, p the municipality, m the
number of raw variables used for each category and Xltpi the value of the ith raw variable
for the year t, category l and municipality p. The diversity index values vary from zero
(without diversity) to one (highest diversity level).

Table 1. Statistical summary for all eight diversity indexes for all year. Source:
elaborated by the authors.

VarName SD Mean CV Median Max m
DIV.EFETIVO 0,18 0,48 37,50% 0,52 0,87 11
DIV.PLANT.T 0,074 0,32 23,13% 0,33 0,51 33
DIV.VL.T 0,13 0,28 46,43% 0,3 0,68 33
DIV.VL.P 0,16 0,2 80,00% 0,19 0,72 38
DIV.VL.PRODANI 0,18 0,26 69,23% 0,26 0,88 6
DIV.AQU.VL 0,085 0,026 326,92% 0 0,66 24
DIV.EXTV.VL 0,1 0,088 113,64% 0,041 0,49 44
DIV.SILV.VL 0,14 0,084 166,67% 0 0,75 15

2.2. Self-Organizing Maps, k-means and model based clustering algorithms

The Kohonen Self-Organizing Map is an ANN with two layers (Kohonen, 2001): the
input I layer and the output U layer. The input of the lattice corresponds to a vector in d-
dimensional space in IRd , represented by xi, i = 1, ..., n, where n represents the number
of observations. Each output layer neuron j has a codevector w, also in space IRd.

The SOM training algorithm consists of three phases. In the first phase, compet-
itive, the output layer neurons compete with each other, according to some criterion, in
this case, the Euclidean distance, to find a single winner, also called a BMU (Best Match
Unit). In the second, cooperative phase, the neighborhood of this neuron is defined. In
the last phase, adaptive, the codevectors of the winning neuron and its neighborhood are
updated according to the Equation 2.

wij(t+ 1) = wij(t) + α(t)h(t)[xik(t)− wij(t)] (2)

where α(t) is the learning rate function, and h(t) is the neighborhood function
centered on the winning neuron (BMU).

4. Nonetheless, in this case, a trajectory for a municipality p will be expressed as
a matrix Trajpij where i denotes an index for each year (1999-2018) and j refers to each
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77



diversity index (DIV.EFETIV O, ..., DIV.SILV.V L). The quality clustering measures
Calinski-Harabatz and Davies-Bouldin will support the choice of the best number of clus-
ters. The k-means algorithm and quality measures are implemented in the kml R package
[Genolini et al. 2015].

The SOM’s trajectory clustering strategy was also be compared with a spa-
tial panel data clustering based on a multivariate mixture Generalized Linear Mixed
Model (GLMM) and a Bayesian inference based on the Monte Carlo Markov Chain
(MCMC) simulation [Komárek and Komárková 2013]. For this paper, it has been used
default parameters of the GLMM MCMC algorithm implemented in mixAK R package
[Komárek and Komárková 2014].

To compare the results obtained by the three algorithms were used the quality
measures Calinski-Harabatz and Davies-Bouldin, replacing the Euclidean distance by the
Frobenius distance between the trajectory matrices TrajA and TrajB of municipalities
A and B, Equation 3. To assess the degree of homogeneity of the clusters, we chose to
evaluate the Coefficient of Variation for each cluster-variable considering all years simul-
taneously.

FTrajA,T rajB =
√
trace((TrajA − TrajB) ∗ (TrajA − TrajB)T ) (3)

2.3. Proposed method - spatial panel data clustering using SOM

The method used to group Brazilian municipalities according to the values of the eight
diversity indices between 1999 and 2018 comprises seven steps (Figure 1). The first and
second steps have been described in section 2.1. All R code and data are available at
[da Silva et al. 2021].

2.3.1. Step 3 - Spatial panel data ordering on the Self-Organizing Map (SOM)

The third step consists of spatial panel data ordering onto a two-dimensional SOM with
a hexagonal grid, Gaussian neighborhood function, and stochastic machine learning. The
number of neurons was determined empirically based on the quantization error and the
projections of the observations in the neural grid. In this work, it has been chosen a small
size SOM as used by [Augustijn and Zurita-Milla 2013].

2.3.2. Step 4 - Clustering the SOM’s code vectors

In this step, the SOM weights were clustered using the k-means method, considering
the elbow method and the Silhouette quality index analysis to determine the number of
groups. This clustering will help interpret the Component Planes, generated from the
SOM weights, by dividing the neural grid into regions with homogeneous characteristics.
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Figure 1. The proposed method of spatial panel data clustering is based on tra-
jectory analysis onto the neural map. Source: elaborated by the authors.

2.3.3. Step 5 - Component Planes (CP) analysis

To check the pattern of each variable on the neural map a coloring method based on the
values of each component is used - the Componente Planes. For a given j − th com-
ponent of the SOM’s code vectors, an image f(x, y) is generated with dimensions equal
to the map MxN . Each pixel will correspond to the value of the j component at the
position (x, y) using a divergent palette pattern (dark blue represents maximum values,
dark red minimum values, and shades of green and yellow for intermediate values). Thus,
Component Planes can be used to check for correlation between variables, visual clus-
tering, and, in this paper, to explain each region on the clustered neural grid generated
in the precedent step as proposed by [Qi et al. 2019, Augustijn and Zurita-Milla 2013,
Skupin and Hagelman 2005]. Due to the limited number of pages, this article will not
cover the visual interpretation of CP.
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2.3.4. Step 6 - SOM’s Trajectory clustering

In the sixth step, the trajectory generated by chronologically linking each observation-year
on the neural grid can be visually analyzed for each municipality or applying a clustering
algorithm as proposed by [Ling and Delmelle 2016]. A trajectory for a municipality
p can be expressed as a matrix Trajpij where each row corresponds to a coordination
(x, y) on the neural grid. Hence, to cluster all trajectories, it has been applied a k-means
algorithm using the matrix distance defined in the Equation 4 [Genolini et al. 2015]. The
Davies-Bouldin quality index has measured the quality of the trajectory clustering, also
implemented in [Genolini et al. 2015].

Dist(Traj1, T raj2) =
√∑

i

∑

j

(Traj1ij − Traj2ij)2 (4)

2.3.5. Step 7 - Projection on the geographic map

In the last step, the clusters will be mapped on the geographic map to ob-
serve spatial dependence and spatial heterogeneities as proposed by [Qi et al. 2019,
Ling and Delmelle 2016]. That is, whether the distribution of groups follows any regional
or local spatial pattern.

3. Results and Discussion

3.1. K-means

The k-means algorithm was applied to all eight agricultural diversity indices using the
Davies-Bouldin and Calinski & Harabatz 2 validation indices as a reference for the def-
inition of the number of clusters (Figure 2). These algorithms divided the municipalities
into eight clusters, see Figure 3, where there are significant differences between the five
regions of Brazil, with emphasis on the NE region where municipalities associated with
cluster A predominate.

Figure 2. Quality measures
for all teste number of clus-
ters for the k-means algorithm.
Source: elaborated by the au-
thors.

Figure 3. Brazilian municipali-
ties’ agricultural diversity clus-
tering by the k-means algo-
rithm. Source: elaborated by
the authors.
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Table 2 shows the coefficients of variation for all variables and the number N
of observations associated with each group generated by the k-means algorithm. Note a
balanced distribution of the number of observations per group, strong CV for the variables
DIV.AQU.VL, DIV.EXTV.VL and DIV.SILV.VL and greater homogeneity for the variable
DIV.PLANT.T.

Table 2. Coefficient of Variation (%) for all diversity indices for each cluster (N
is the number of observations per group) generated by the k-means algorithm.
Source: elaborated by the authors.
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A 892 20,52 15,71 36,21 69.91 64.64 375.18 36.57 570.49
B 885 25.47 19.81 43.77 143.58 98.87 546.11 120.62 456.92
C 791 21.41 15.92 34.45 41.85 63.15 544.83 131.49 315.67
D 706 18.36 17.79 37.98 73.92 51.48 432.71 202.55 68.54
E 651 57.02 17.93 39.61 68.87 39.63 305.08 194.96 92.48
F 610 40.99 15.01 26.40 39.88 28.47 186.46 74.72 60.39
G 554 28.61 17.90 36.33 72.71 74.93 172.02 88.04 413.40
H 481 56.79 51.62 118.74 99.80 92.22 533.11 276.39 290.47

CV Mean 33.65 21.46 46.69 76.31 64.17 386.94 140.67 283.54
CV SD 0.141 0.108 0.260 0.293 0.215 1.362 0.696 1.709

3.2. GLMM MCMC
The GLMM MCMC algorithm was applied to six diversity indices and the variables
DIV.AQU.VL, DIV.EXTV.VL and DIV.SILV.VL were eliminated from the analysis due
to their peculiar characteristics, such as extremely skewed distribution that prevented con-
vergence of the algorithm. The variables DIV.VL.P and DIV.VL.PRODANI were trans-
formed from the cubic root function to approximate their density curves to the Gaussian
distribution.

The GLMM MCMC algorithm generated the spatial cluster shown in Figure 4. It
can be seen from the map that the majority (2982) of the municipalities was associated
with group D, which is predominant in all five regions of Brazil.

Table 3 shows the coefficients of variation for all variables and the number N
of observations associated with each group generated by the GLMM MCMC algorithm.
There is a very balanced distribution of the number of observations per group, with low
variation of CV for all variables, with the variable DIV.PLANT.T showing greater homo-
geneity.

3.3. Proposed method
Cluster analysis with the proposed method was performed with a 25x30 two-dimensional
SOM, non-toroidal hexagonal, the neighborhood defined by a Gaussian function, and
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Figure 4. Brazilian municipalities’ agricultural diversity clustering by the GLMM
MCMC algorithm. Source: elaborated by the authors.

sequential (online) stochastic machine learning with 100,000 iterations with the learning
rate monotonically decreasing starting from 0.05.

Following the proposed method, in the next step, the SOM was segmented into
six homogeneous regions on the neural grid that, together with the Component Plans
generated in step five, helps in the characterization of the groups that will be generated
at the end of the process (Figure 5). Due to space limitations in the article, we will not
address the characterization of the neural grid groups and the clusters performed in the
last step of the process. The effective clustering of the municipalities was performed
by clustering the trajectories of each observation in the neural grid using the k-means
algorithm, dividing the 5570 municipalities into eight groups.

Figure 6 shows the average trajectories for each group. It is observed that groups
A, C, H, and D represent trajectories that do not shift much considering the edges created
by the homogeneous regions of the neural grid generated in step 4 of the proposed method.
It denotes that the major trend of municipalities associated with these groups is not to
change their diversity indices between 1999 and 2018. On the contrary, groups B, E,
F, and G represent the average of municipalities whose trajectory in the grid tends to
move between the six homogeneous regions of the neural grid. It implies that there are
municipalities with trends towards changes in the profile of agricultural diversity and that
there are at least four types of trends towards changes.

The distribution of clusters on the map (Figure 7) shows that the predominant
group A is mainly concentrated in the NE, MG, and part of the states of TO and GO.
Cluster C predominates in the Southern region and B in regions N and CW in the south-
ern region. Cluster B represents a set of municipalities with a tendency to decrease in
diversity.

3.4. Comparing the methods

The analysis of the coefficients of variation shows that the proposed method parti-
tioned the municipalities to ensure greater homogeneity than the k-means method, es-
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Table 3. Coefficient of Variation (%) for all diversity indexes for each cluster (N is
the number of observations per group) generated by the GLMM MCMC algorithm.
Source: elaborated by the authors.
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A 80 37.38 24.60 47.89 81.13 69.58
B 456 37.12 22.84 45.48 77.84 69.41
C 599 37.31 22.15 45.52 78.11 67.93
D 2982 37.08 22.97 45.77 77.19 68.67
E 984 36.97 22.89 46.21 78.40 68.73
F 469 37.91 24.25 47.47 79.07 69.16

Mean 37.29 23.28 46.39 78.62 68.91
SD 0.003 0.009 0.010 0.013 0.005

Figure 5. Clustered SOM’s
code vectors using the k-
means method. Source: elab-
orated by the authors.

Figure 6. Illustration of the average
trajectory of each group (A-H) de-
fined from the trajectory clustering.
Source: elaborated by the authors.

pecially when observing the mean and standard deviation for the variables DIV.AQU.VL,
DIV.EXTV.VL and DIV.SILV.VL. Although many observations (2015) were associated
with cluster A, there was a balance in the distribution in terms of the number of observa-
tions per group.

Although the model-based clustering method has generated the groups with
greater homogeneity, considering the CV per variable, the imbalance in the distribution
of observations per group and the need to exclude three variables showed that this might
not be the most suitable method for the evaluated data set.

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 75-86
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Figure 7. Brazilian municipalities’ agricultural diversity clustering by the pro-
posed method. Source: elaborated by the authors.

Table 4. Coefficient of Variation (%) for all diversity indices for each cluster (N
is the number of observations per group) generated by the proposed method.
Source: elaborated by the authors.
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A 2105 17.81 22.31 49.16 91.17 85.00 395.24 111.29 286.92
B 675 36.50 28.05 53.41 82.56 70.73 329.42 132.75 325.54
C 574 16.16 16.11 32.89 33.73 32.91 241.81 88.64 96.86
D 564 16.18 18.00 38.33 72.39 46.53 357.23 112.33 141.46
E 510 18.46 17.30 35.50 61.28 47.60 332.59 102.24 154.56
F 454 66.76 38.32 61.73 94.66 69.36 333.99 209.30 124.15
G 361 36.75 16.55 35.57 55.03 32.98 273.69 133.60 101.26
H 327 49.92 18.66 37.12 35.00 27.26 212.39 92.57 69.97

Mean 32.32 21.91 42.96 65.73 51.55 309.55 122.84 162.59
SD 0.165 0.068 0.092 0.209 0.186 0.542 0.341 0.821

The method based on the k-means algorithm is relatively easy to apply and un-
derstand. However, it has the weakness of being more appropriate for data with a convex
structure, a premise challenging to be true for large data sets. The k-means algorithm
tends to present good values for data partitioning quality measures developed for convex
data, such as the Calinsk-Harabask and Davies-Bouldin indices (Table 5).

The proposed clustering method presented groups with less variance per variable
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Table 5. Comparing the three algorithms using clustering quality measures (best
results highlighted). Source: elaborated by the authors.

Quality measure Proposed method GLMM MCMC k-means
Calinski-Harabatz 195.03 401.12 567,82
Davies-Bouldin 1.05 0.60 0.84

per cluster when compared to the k-means algorithm, which denotes a greater capacity to
capture the complexity of the dataset with a non-convex structure. The characterization
of the homogeneous groups in the neural grid generated in step 4, the visual analysis of
the Component Plans generated in step 5, and the interpretation of the trajectories of each
municipality in the neural grid add essential explanatory elements during the clustering
process.

4. Conclusions
The choice to analyze the Coefficients of Variation (CV) by variable and by group seemed
to be an appropriate strategy for comparing the algorithms compared to quality measures
such as Davies-Bouldin and Calinsky-Harabatz indices that are more appropriate for con-
vex data.

The proposed method presented lower CV with lower dispersions (standard devia-
tion) when compared to the k-means method. The fair performance in terms of the CV of
the model-based method ended up being hampered by the concentration of municipalities
in a single group, which also compromised their spatial distribution.

The proposed method and the k-means algorithm presented different but compat-
ible results regarding the spatial distribution of the groups in the five regions of Brazil.
Both show that there is substantial homogeneity in the NE region, that the states of Pará,
Mato Grosso, Goiás, and the Tocantins have similarities and that Mato Grosso do Sul is
more similar to the southern states than to the Midwest. The differences between the two
strategies stand out more in the Southeast region.

In order to improve the robustness of the proposed method, its application in
datasets with distinct structures is mandatory, and the use of non-convex data partition
validation measures. Furthermore, an investigation of outliers for each method should
also be carried out.
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Abstract. This study purposes identify the changes in center pivot irrigation 

systems areas using MODIS time series as well as identify the possible 

abandoned areas or cycle numbers decrease between 2014 and 2020. For this, 

were used MODIS time series and extraction of basics metrics from NDVI and 

EVI indexes and polar features. Using the extracted data, was performed a 

Random Forest classification. The results indicate the predominance of only 

one agricultural cycle in the center pivots, although some cases of two 

agricultural cycles were identified. The abandoned center pivots vary 

according to year and are related to the water availability per cycle. 

1. Introduction 

Over the last years, agricultural techniques have been improved to increase the 

production of different crops. One of these techniques, mainly in the scope of precision 

agriculture is the center pivot irrigation systems. This technique increases the efficiency 

of water use when compared to other irrigation systems [Albuquerque et al. 2020]. 

 The adoption of center pivot irrigation systems could be implemented in any 

region even in those with low or no water availability. In Brazil, there are about twenty 

thousand center pivots adding up an irrigated area of 1,2 million hectares This fact 

makes Brazil one of the biggest in the world using this type of irrigation system. Those 

center pivots are distributed around the five Brazilian regions [Embrapa 2016].  

 Most of those center pivots are located in Midwest and Southeast, in the edges 

of Cerrado Biome but too in another region like the northeastern hinterland in Caatinga 

Biome where the only way to irrigate is using center pivot irrigation systems [Melo et 

al. 2014]. The Caatinga Biome is configured as a dry ecosystem and covers about 11% 

of Brazilian territory. Regarding the botanical aspects, Caatinga is considered the only 

Biome exclusively Brazilian among the six Biomes presented in this country [Fundaj 

2019]. 

 This Biome is located in the states of Alagoas, Bahia, Ceará, Minas Gerais, 

Paraíba, Pernambuco, Piauí, Rio Grande do Norte, and Sergipe. The predominant 

climate in this region is semiarid where the precipitation rates vary from 400 to 1100 

millimeters throughout the year. Nevertheless, in the hinterland, located to it is greatest 

extent in the central portion of the state of Bahia, the annual precipitation rate varies 
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from 400 to 633 millimeters [Becerra et al. 2015] it’s a lower rate in comparison with 

Amazon Biome, for example, where the precipitation volume is the 2300 millimeters 

per year [Germer et al. 2007]. Therefore, this study purposes identify the changes in 

center pivot irrigation systems areas using MODIS time series as well as identify the 

possible abandoned areas or cycle numbers decrease using a Random Forest approach. 

2. Materials and Methods 

In this work, the study area is in Agricultural Region of Irecê in Bahia state, at Caatinga 

Biome. This region comprises sixteen municipalities. It is São Gabriel, Jussara, Central, 

Uibaí, Ibititá, João Dourado, Ibipeba, Barra do Mendes, Barro Alto, Canarana, 

Cafarnaum, Itaguaçu da Bahia, Lapão, Presidente Dutra, América Dourada and Irecê 

and adding up an area of 17,214 square kilometers. The study area is showed in Figure 

1. 

 

Figure 1. Study area. 

 The agricultural production in the Irecê region started with grains plantation in 

the sixties when the Brazilian Company for Agriculture Research (EMPRAPA, in 

Portuguese) have started the plantation of Soy in some areas in that region [Carvalho 

2002]. Over the years were constructed various center pivot irrigation systems to 

support the soy plantation. These structures were inserted aiming to complement the 

water disponibility in the soil and provide the correct soil moisture to soy plantation and 

increase the production [Landau et al. 2016]. 

 However, about the nineties, the soy production migrated totally to the west 

region of Bahia state, located in the Cerrado Biome. The Cerrado Biome provides better 

conditions for the development of soy and other crop types like corn, broomcorn, and 

cotton. Furthermore, soy planting areas in the Irecê region were converted into planting 
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of other crops, for example, bean, tomato, onion, and castor most recently. These 

changes brought a bigger crop variability in the region, including irrigated areas until 

2012 [EMBRAPA, 2020]. 

 Since 2012 a heavy drought has been reaching the Bahia’s semiarid and causing 

significant changes in the agricultural dynamics of that region. Besides that, the 

intensive use of agricultural areas without the correct management causes soil 

degradation, and the degradation was intensified by the drought. [Tomasella et al. 

2018]. The combination of these factors made many areas reduced the number of 

agricultural cycles or just were abandoned and stop producing. Figure 2 below shows 

the flowchart of this study. 

 

 

 

Figure 2. Flowchart. 

 First, was used the center pivot geometries obtained from Water National 

Agency (ANA, in Portuguese) dated from a 2014 survey. For the study area, were 

selected 459 center pivots of radius greater than 100-meters, due to the also used 

MODIS MOD13Q1 product of 250-meters resolution. This stage was executed in 

Geographic Information System (GIS) environment. The time range that was chosen to 

calculate the time series was 2014 to 2020, including six crop seasons defined between 

October first of the initial year and September thirty of the following year [Conab 

2019]. 

 The Normalized Difference Vegetation Index (NDVI) [Rouse et al., 1974] and 

Enhanced Vegetation Index (EVI) [Justice et al., 1998] time series were obtained from 

the already quoted MOD13Q1 [Didan, 2015] product from MODIS sensor. This product 
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was obtained using the Satellite Image Time Series Analysis for Earth Observation Data 

Cubes (SITS) package implemented in R language using RStudio software. The 

previously extracted center pivots centroids were used as a spatial attribute to get the 

time series. Furthermore, the series was filtered using the Whittaker [Whittaker, 1923] 

filter to remove noise according to a visual analysis. 

 The filtered series were classified according to the agricultural cycle into the 

classes single cropping, double cropping, and abandoned center pivot. In sequence, 

were extracted six basics metrics from the NDVI and EVI indexes: absolute mean 

derivative; mean; minimum value; maximum value; standard deviation; and amplitude. 

Moreover, polar features were also extracted. Polar features represent the time series 

projected into polar coordinates in the [0, 2π] interval. After this projection, it was 

possible to calculate the areas per quadrant in the intervals of ([ π, 3π/2], [π/2, π], [0, 

π/2] and [π3/2, 2π] [Körting et al. 2013]. 

 In sequence, the Random Forest (RF) classifier [Breiman 2001] was trained to 

classify two classes: cultivated or abandoned center pivot. For this, 70% of the previous 

classification of the 2017/18 agricultural year in single and double cropping was used as 

cultivated samples and previously abandoned class as the abandoned samples. The used 

parameters by RF classifier were the basics metrics and polar features for the whole 

series. Thus, empirically the number of trees was set as 1000, and the number of 

variables available for splitting at each tree node was set as 5.  

 Using the data of the remaining 30% of the visual classification, a confusion 

matrix was calculated as well as the overall accuracy of the whole series classification. 

It is important to highlight that 2017/18 crop season was chosen as the sample year due 

to the better representativity among the series period. A paired t-test with a probability 

of 5% was used to assess the difference observed in the accuracy of classifications using 

NDVI and EVI. 

3. Results 

The agriculture irrigated by center pivots characterization is shown in Figure 3. The 

results indicate the predominance of only one agricultural cycle in the center pivots, 

although some cases of two agricultural cycles were identified. The abandoned center 

pivots vary according to year and are related to the water availability per cycle [Fundaj 

2020]. The years 2015/16 and 2019/20 presented the biggest number of active center 

pivots while 2016/17 presented the biggest number of abandoned center pivots. Table 1 

shows the overall accuracy of the proposed binary classification. 

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 87-95
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Figure 3. Agriculture irrigated by center pivots characterization between 2014 
and 2020 in the Irecê agricultural region.  

Table 1. Binary classification overall accuracy. 

Index 2016/17 2017/18 2019/20 

EVI 0.94 0.86 0.88 

NDVI 0.95 0.87 0.89 

 Based on a paired t-test with a probability of 5% the accuracy of NDVI and EVI 

do not statistically differ. The worst performance was observed for the 2017/18 

agricultural year and the best for the 2016/17 agricultural year that 95% of the center 

pivots were classified as abandoned.  

 The result of binary classification had a similar result when compared to the 

visual classification. Just a few pivots had class change, this is possibly due to the 

presence of some cover not classified as agriculture that the cycle less than six months 

and low vegetative strength. The results for the 2016/17 and 2019/20 binary 

classifications are shown in Figures 4 and 5. 
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Figure 4. Result of Binary Classification of 2016/17 Agricultural Year. 

 During 2016 the region had precipitation rates below the median causing the 

abandonment of center pivot irrigation systems purposing the maintenance of water 

levels of lakes and water reservoirs in the region. In 2019, the precipitation rates elevate 

in the region, causing the reconnect of the irrigation systems and plantation of crops. 

 

Figure 5. Result of Binary Classification of 2019/20 Agricultural Year. 
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 It is important to highlight that the metrics were effective in distinguishing 

between the areas with an agricultural cycle and areas without an agricultural cycle. 

4. Discussion 

The water availability for irrigation is the main limiting factor of center pivot 

agriculture in the Irecê region, causing area abandons as observed in 2016/17 crop 

season. According to the Bahia’s Farmers and Irrigators Association (AIBA, in 

Portuguese) in 2016/17 season, 60% of the 120 thousand irrigated hectares does not 

receive irrigation due to the drought that occurred in the region. In the analyzed region, 

this corresponds to 94,11% deactivated pivots, according to results obtained. In 2017/18 

and 2018/19 seasons was observed 55,5% and 56,2% abandoned pivots respectively. In 

2019/20 season was observed the biggest number of active pivots of the whole time 

series, a total of 89,1%. However, even in years of full agricultural production like 

2015/16 and 2019/20 seasons is possible to notice the single cropping predominance.  

 This fact could be associated with the constant conflict of water use in the region 

that also reflects in the center pivots dimensions when compared to center pivots in 

Cerrado Biome. The occupation characteristic in the analyzed region also differs from 

Cerrado in terms of agricultural cycles, for example, in Cerrado it is possible to observe 

a majority of double and triple cropping.  

 The metrics extraction in time series is an important tool for agricultural 

characterization since the agricultural dynamics can be well explained when analyzed in 

time series. Bendini et al. (2019) proved the applicability of phenological metrics in 

different agricultural levels in Cerrado Biome. Morevover, Rufin et al. (2019) affirm 

that the metrics obtained in time series are relevant alternative in agricultural mapping 

with a large crop variability, that is the case of central pivots. 

 The reduced size of the analyzed pivots caused some noise in the time series due 

to a bigger spectral mixture in the pixels of the 250-meter spatial resolution of 

MOD13Q1 product. Thus, in future studies, is recommended the use of fine spatial 

resolution sensors in the time series and a greater temporal resolution too, like combined 

OLI from Landsat and MSI from Sentinel-2, in the way to avoid these issues. Bendini et 

al. (2019) have successfully used a dense EVI Landsat-like time series to extract 

phenological metrics for a RF crop classification in Cerrado. 

 The obtained results showed consistently, considering the agricultural dynamics 

of Irecê region. However, it is understood that new studies with more detailed aspects 

are necessary to understand deeper the Irecê region agricultural dynamics. The water 

monitoring, associated with the legal licenses of center pivots is fundamental in the 

maintenance of Caatinga Biome, mainly in the study area, due to the desertification 

process occurring there [Tomasella, 2018]. 

5. Conclusions 

The agriculture in Irecê region, in the Bahia State, even in irrigated areas, is 

characterized by only one agricultural cycle during the agricultural year. The analyzed 

pivots suffered changes over the years due to droughts affecting the region. The center 

pivots dimensions also influenced the analyses. The medium size of the pivots is 90% 

smaller than pivots in Cerrado Biome, for example. The metrics extracted from 
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93



  

vegetation indexes time series of MODIS sensor presented a satisfactory performance in 

the identification of agricultural patterns in Bahia’s hinterland. 
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95



Towards an Analytical and Operational Trajectory
Framework

Damião Ribeiro de Almeida1, Aillkeen Bezerra de Oliveira1,
Samuel Pereira de Vasconcelos1, Fabio Gomes de Andrade2,
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Abstract. In recent years, many research works involving trajectories have fo-
cused on information representation, storage, semantic data enrichment, trans-
action processing, and analytics. Moving objects include the modeling of per-
son, animal, vehicle, vessels, airplanes, and natural phenomenon trajectories.
Trajectory OLAP systems use Data Warehousing concepts to provide diagnostic,
predictive, and prescriptive analytics on moving objects. On the other hand, tra-
jectory OLTP systems provide descriptive analytics on moving objects. Both sys-
tems deal with data streaming as object location changes through time. In order
to encompass both requirements of trajectory processing and analytics systems,
we propose in this paper a Trajectory Analytical and Operational framework.
Our framework enables the processing of continuous queries both at operational
and analytical levels, providing results in real-time.

Resumo. Nos últimos anos, muitos trabalhos de pesquisa envolvendo tra-
jetórias focaram na representação de informações, armazenamento, enriquec-
imento de dados semânticos, processamento de transações e análise dos da-
dos. Objetos móveis incluem a modelagem de trajetórias de pessoas, animais,
veı́culos, navios, aviões e fenômenos naturais. Os sistemas OLAP de trajetórias
usam conceitos de Data Warehousing para fornecer diagnósticos, análise pred-
itiva e prescritiva sobre objetos móveis. Por outro lado, os sistemas OLTP de
trajetórias fornecem análise descritivas sobre objetos móveis. Ambos os sis-
temas lidam com o fluxo de dados conforme a localização do objeto muda ao
longo do tempo. Visando os requisitos de sistemas de processamento e análise
de trajetórias, propomos neste artigo um framework Analı́tico e Operacional de
Trajetórias. Nosso framework permite o processamento de consultas contı́nuas
tanto em nı́vel operacional quanto analı́tico, fornecendo resultados em tempo
real.

1. Introduction
Trajectory data management has become an important aspect of many real world ap-
plications, being applied to many domains including the modeling and analysis of
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moving patterns of pedestrians, cars, vessels, airplanes, animals, and natural phe-
nomena. Recent advances in wireless communication and sensor technologies, and
cost reduction on storing and processing of big data have contributed to the devel-
opment of applications that improve trajectory data management. Trajectory data
can be represented as a list of time-ordered geographic points denoted by T =<
id, ((x1, y1, t1, c1), (x2, y2, t2, c2), ..., (xn, yn, tn, cn)) >, where the id contains the mov-
ing object identifier, xi and yi are pairs of coordinates that represent the moving object
location at the time instant ti, where t1 <t2 <... <tn, and ci represents context. Context
is known as well as aspect.

Traditionally, there are two data processing methods: OLTP (Online Transaction
Processing) and OLAP (Online Analytical Processing). OLTP addresses transaction pro-
cessing at the operation level of the organization, whereas OLAP focuses on the strategic
level to assist the decision-making process. More recently, Hybrid Transaction/Analytical
Processing (HTAP) has emerged to encompass in a unique framework both OLTP and
OLAP methods.

Real-time analytics applications have become ubiquitous. Risk analysis, recom-
mendation systems, and price analysis are examples of such applications. These appli-
cations are usually deployed in distributed systems to cope with transaction processing,
high throughput, data streaming, historic and windowing queries. This paper presents
MobHTAP, an HTAP trajectory system that deals with data streams of moving objects at
the operational and strategic levels. MobHTAP is based on a distributed architecture using
horizontal scalability and load balancing and a distributed spatial database management
system. The paper contributions include: a) to the best of our knowledge, MobHTAP
is the first HTAP trajectory system to be proposed so far; b) MobHTAP supports both
OLTP queries and OLAP queries over trajectory data streams; and c) MobHTAP supports
SQL-like requests expressing both snapshot or continuous queries.

The remainder of this paper is structured as follows. Section 2 discusses related
work. Section 3 presents the MobHTAP system framework, its ETL and the data stor-
age processes. Section 4 addresses query processing. Section 5 highlights a case study.
Finally, Section 6 concludes the paper and provides further research to be undertaken.

2. Related Work
Trajectory systems at the operational level deal with high throughput, without data aggre-
gation. Queries are usually posted on each trajectory individually, as for example, current
object location, moving object path, and the places visited. Trajectory data may be gath-
ered in real-time, resulting in a spatio-temporal data streaming. [Zheng et al. 2010] infer
the moving object transport type based on speed, acceleration, direction, and stop rate
along the trajectory. SeMiTri [Yan et al. 2011] uses the map-matching algorithm at the
geographical road map to infer user transport type.

The CRISIS system is an operational maritime navigation application that works
with trajectory data streams. Data is gathered from several heterogeneous sensors and
integrated into a framework that uses Semantic Web concepts to embed context, focus-
ing on interoperability and knowledge discovery on the environment to be monitored
[Dividino et al. 2018]. The Baquara conceptual framework provides an ontology and a
conceptual model to accommodate the processing of semantically enriched trajectory data
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[Fileto et al. 2015]. The CONSTAnT is another conceptual data model to represent se-
mantic trajectories [Bogorny et al. 2014]. The CONSTAnT is divided into two parts. The
first part models the simplest entities that contain information about the moving object,
the trajectory, the sub-trajectories, semantic points, environment, places, and events. The
second part models the complex objects in which data mining techniques are needed to
forecast an outcome, such as the moving object’s destination, transportation means, and
behavior. The MASTER conceptual model uses real-world aspects to enrich trajectory
data analysis. The MASTER conceptual model is a generic approach, where an aspect is
an entity that contains a list of attributes [Mello et al. 2019].

Trajectory analysis at a strategic level offers information that may help decision
makers on discovering patterns, insights, and foresights, such as detecting traffic jams,
predicting traffic, and finding movement patterns [Alsahfi et al. 2020]. In a TDW (Tra-
jectory Data Warehouse), the data is usually summarized either in spatial regions called
cells or spatial segments, such as the city street map [Leonardi et al. 2014]. The cell-
based approach presents a broader view of the spatial region under analysis, while the
segment approach enables a summary analysis of the routes traveled by moving objects.
The cell approach may offer an overview of a given region’s traffic density, while the
segment-based approach provides lower-level details. Thereby, it is possible to answer
analytical queries such as: which city regions have the highest traffic?, what is the aver-
age time that objects take to cross a given road?, what are the areas where moving objects
travel at lower speeds?

[Orlando et al. 2007] use a spatial grid to summarize trajectory data. The authors
modeled a star schema to implement a TDW composed of three dimensions and one fact
table. The fact table contains the number of objects that crossed the spatial grid’s cell
borders. SWOT [da Silva et al. 2015] is a conceptual model for TDW that represents
the trajectory summarization in spatial regions. The model is composed of two layers:
consensual and interpretive. The consensual layer is composed of a fact table and dimen-
sions (space, time and trajectory). The interpretation layer represents semantic aspects of
the trajectory. T-Warehouse [Leonardi et al. 2010] uses the Visual Analytics Toolkit sys-
tem (VAToolkit) [Andrienko et al. 2007], which enables the analysis of multidimensional
data in a raster map format. The map is divided into several cells (rectangles), giving a
spatial grid, and each cell contains the measures: average speed and number of moving
objects. Andrienko and Andrienko [Andrienko and Andrienko 2013] propose an analyt-
ical approach for a movement called Bird’s-eye View on Movement, which consists of
a generalization and aggregation strategy that enables an overall view of the spatial and
temporal distribution of multiple movements. [Leonardi et al. 2014] present a conceptual
TDW model that includes summarized trajectories both in cell and segment format. The
Mob-Warehouse presents a TDW with a fact table containing two measures: duration and
distance [Wagner et al. 2013]. [Fileto et al. 2014] present a logic model for a Data Ware-
house based on the Mob-Warehouse model that includes fact tables based on both cell and
segment.

Although many of the previously mentioned research above focused only on tra-
jectory data store or TDW, they do not deal with trajectory data streams. Moreover, their
solutions manage static data, and are not designed to cope with analytical queries on
trajectory data streams, and do not support continuous queries. STAR is a system that
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incorporates some of these requirements [Chen et al. 2020]. It consists of a DSWS (Dis-
tributed Stream Warehouse System) aiming at providing ad-hoc aggregate continuous
queries over spatio-temporal data streams. Nonetheless, the analysis is made on micro-
texts from georeferenced tweets and not from trajectories themselves. In addition, queries
on STAR are delimited by a geographic region, for example: which electronics are the
most talked about in the Singapore region? In our proposal, we expand this query type to
enable users to discover regions of interest, as for example: which regions comment most
on the ‘smartphone’ electronic device? Table 1 shows a comparison of the state-of-the-art
on trajectory systems. This table shows how each application fulfills the requirements of
an HTAP application for trajectories.

Table 1. Comparison of trajectory systems.

TQ1 OLAP
Query CTQ 2 Continuous

OLAP
STAR [Chen et al. 2020] X X
CRISIS [Dividino et al. 2018] X
MASTER [Mello et al. 2019] X
Baquara [Fileto et al. 2015] X
CONSTAnT [Bogorny et al. 2014] X
MoB-Warehouse [Wagner et al. 2013] X
SEMITRI [Yan et al. 2011] X
MobHTAP X X X X

1 Transactional Query.
2 Continuous Transactional Query

3. The MobHTAP Framework
Big Data is an inherent characteristic of most trajectory systems. Thus, many stud-
ies have opted for a scalable and distributed infrastructure to manipulate such data
[Özsu and Valduriez 1999]. Many existing technologies can be used in different modules
of a given distributed architecture. MobHTAP framework is divided into five modules as
presented in Figure 1: client, trajectory data stream processing, routing, processing and
storage managers.

Figure 1. MobHTAP overall framework.

3.1. Trajectory Data Stream
MobHTAP has two entry points: trajectory data and user queries. The Trajectory Stream
module is responsible for loading trajectory data into the framework. The production of
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the stream and the format of the input data may vary depending on the type of sensor used.
For example, trajectory data stream collected by GPS from users in an urban environment
may contain information that is not present in data stream produced by AIS devices on
vessels at sea and vice versa. Thus, the Driver module is responsible for transforming
heterogeneous data sources into the data structure understandable by the framework. The
input attributes of the Trajectory Stream interface are raw data and context data. Raw data
are the common attributes for all types of moving objects (x, y and time) and the values
for these fields are mandatory. Context data value varies according to the type of appli-
cation. It can be physiological data, preferences, activities, means of transport, etc. In
this case, the interface receives as input a list of context information in LISTOF (context)
format, where each context is composed of a tuple <name, type, value >, where: name
matches the name of the context; type corresponds to the type of context information,
which can be number or text; and value corresponds to the context value. After capturing
the information, the Trajectory Stream module transmits the data to the routing module,
which will forward the message to the processing module.

3.2. Client and Router Modules
The Client module enables users to pose spatio-temporal queries on trajectories to the
MobHTAP system. These queries are written using a non-procedural SQL like language
with support for continuous queries and geographic summarization of trajectory data.
The Router module is responsible for managing the incoming information workload and
sending it forward to further processing. Messages are received in chronological order
and are temporarily stored in a queue data structure.

3.3. Process Module
The Process module is responsible for the ETL (Extraction-Transformation-Loading) pro-
cess. The first activity of the ETL process for the underlying trajectory data consists of
extracting derived information from raw data. The derived information are: moving ob-
ject speed, direction, duration and distance between the current location and the previous
one. After that, the next activities are cleaning, compressing, and sending the trajectory
data to storage in the distributed database system.

The activity of cleaning the trajectory data basically consists of removing the out-
liers. That is, the points that are outside the trajectory of the mobile object and occur
due to some noise in the communication between the mobile device and the data gath-
ered from sensors. There are several algorithms for removing outliers in trajectory data
[Zheng 2015]. However, most of them are memory-based solutions. As MobHTAP works
with data streams, it is necessary to identify whether a given point is an outlier based only
on a few previous points. We accomplished this task using [Potamias et al. 2006] strat-
egy, which consists of removing the points whose speed is higher than a predetermined
threshold value. After the cleaning phase, the trajectory points are compressed to improve
storage requirements. If the object remains moving in the same direction and the distance
between the current point and the previous point is less than a certain threshold, then that
current point can be discarded without having a major impact on the characteristics of the
trajectory.

The next step is to check whether the moving object is stopped. This check is
somehow complex because the moving object may be stopped, but the GPS may transmit
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some noise that gives the impression that the object is moving. To check the stop points on
the trajectory in real-time, we check if the speed of the point is below a certain threshold,
for example, 1 meter per second. After that, the trajectory point, together with all its
calculated information, is sent to the DAO (Data Access Object) that will be responsible
for persisting these entities in the distributed database management system.

The Workers are processes that run in background and are responsible for process-
ing continuous queries of the users. These processes are detailed in section 4.

3.4. Data Storage

In the distributed database, the data is organized into different schemas according to the
trajectory stream type. The data schemas are created when the application is initialized.
Each driver in Trajectory Stream has a configuration file containing information such as
the application name, the max speed threshold for detecting outliers, the min speed thresh-
old for stop condition, and the max bearing for detecting points with the same direction.

This strategy helps to organize the data and improves the query processing time.
After performing the ETL process, the raw trajectory data is transformed and divided
into three groups: raw data (location coordinates and timestamp); derived data (speed,
direction, stop points, trajectory identifier); and context data (it varies according to the
application domain: means of transportation, temperature, wind velocity, etc).

Raw and derived data are common attributes for all trajectory analytical appli-
cations. The database uses two methods of data storage: real-time and history. When
the DAO (Data Access Object) receives the message to be saved in the database, it saves
simultaneously in the real-time and in the historical databases (see Figure 2). In the real-
time database, only the moving object’s last location is stored. Continuous queries are
carried out on a real-time database and past queries on a historical database. The system
has a pre-processed script to create a new schema for each application. This script is then
modified to receive the context information and prepare an environment to store the new
data from the incoming stream.

Figure 2. Distributed data tier

4. Query Processing

Spatial queries in MobHTAP are posed using the SQL language with support for the
objects and functions specified by the OGC (OpenGIS Consortium)1. However, for the
continuous aggregate queries we extended the SQL standard to perform analysis on sum-
mary trajectory data. According to Trajectory Data Warehouse research, trajectory data
may be summarized in two possible ways: geographic regions and segments. The Pro-
cess module manages the queries and reserves a Worker (see Figure1) that will be in the
background executing the query provided by the user.

1https://www.ogc.org/
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The aggregation of data by region may be, for example, an administrative limit
(district, city, state, country, etc.) or by a grid of spatial cells of fixed size. Aggregation by
segment involves summarizing data by road, river or air routes, for example. Currently,
MobHTAP works only with cell summarization. During the elaboration of the query,
users may specify the size of the grid and the type of relationship between the grid and
the trajectory data stream. The cell configurations are specified by the GRID function
that receives as parameter the geographic coordinates of the bounding box (xmin, ymin,
xmax, ymax), followed by the width and height information of each cell, where the data
summarization will be performed. For example, the query below calculates the number
of moving objects in each cell that uses the bicycle means of transport.

SELECT g.id, count(loc)
FROM app.realtime loc, GRID (115.9, 39.7, 116.7, 40.3, 0.2, 0.2) g
WHERE loc.transport mean = ‘bike’ AND ST Contains(g.geom, loc.geom)
GROUP BY g.id STEP 10 min RANGE 20 min

To build the cell summary query, MobHTAP implements an algorithm (Algorithm
1) that dynamically creates the cell grid. The algorithm receives as input: the rawSql, the
schema, and the SRID. The rawSql input stands for the user’s OLAP query, the schema
input stands for the database schema name, and the SRID input is the spatial reference
identifier. In lines 1 to 4, a set of matchers is extracted from the GRID, and a table is
created to insert the resulting GRID polygon. Then, in lines 5 to 8, for each matcher in the
matchers set, the following parameters are extracted: the coordinates of the lower leftmost
bound(x1, y1), the coordinates of the upper rightmost bound(x1, y1), the base size of each
cell(cell base size), and the height of each cell(cell height size). Then, in lines 9 to 22,
all GRID coordinates are iterated, and a polygon is created with the current coordinate
and the coordinates extracted earlier. The polygon is stored in the table created in lines 3
and 4. In line 17, the parameter rawSql is updated, replacing the matcher occurrence by
the table name created in line 3. In line 23, the algorithm returns the new rawSql.

When MobHTAP receives a continuous query in the processing module, a Worker
is allocated to transform the query into the language understandable by the distributed
database. The Worker transforms the GRID into a temporary spatial table containing a
spatial column which contains cells.

In addition to the GRID function, the query has an operator called STEP. This fea-
ture is used by applications of continuous query [Chen et al. 2020, Dividino et al. 2018]
to inform that the result of the query must be updated every certain period of time, which
in this example is 10 min. When the client sends a query to the Router module, it also
sends the url address and the port through which MobHTAP should send the response
data stream. Thus, when a query is completely executed, a Worker serializes the result
and send the response directly to the client. The RANGE operator informs the sliding
window size. For example, if the RANGE is 20 minutes, the query will act only on the
trajectory data stream received in the last 20 minutes.

Thus, when each Worker receives the result of the query, it serializes and sends
the response directly to the client. The RANGE operator informs the sliding window size.
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Algorithm 1 Translate Query Algorithm
Require: rawSql, schema, SRID

1: Matchers← call function extractGridMatcher(rawSql)
2: for each matcher in Matchers do
3: table name ← concatenate schema, the string “.tb grid ”, and system time in

miliseconds
4: call function createTable(table name)
5: x1, y1 ← call function getLowerBoundCoordinates(matcher)
6: x2, y2 ← call function getUpperBoundCoordinates(matcher)
7: cell base size← call function getCellBaseSize(matcher)
8: cell height size← call function getCellHeightSize(matcher)
9: lower coordinate← x1

10: while lower coordinate is less than x2 do
11: upper coordinate← y1
12: while upper coordinate is less than y2 do
13: param 1← lower coordinate + cell base size
14: param 2← upper coordinate + cell height size
15: polygon ← call function createPolygon(lower coordinate,

upper coordinate, param 1, param 2)
16: call function insertPolygonIntoTable(polygon, table name)
17: rawSql← replace matcher occurrence in rawSql by table name
18: upper coordinate← upper coordinate+ cell height size
19: end while
20: lower coordinate← lower coordinate+ cell base size
21: end while
22: end for
23: return rawSql

For example, if the RANGE is 20 minutes, the query will act only on the trajectory data
stream received in the last 20 minutes.

5. Case Study
The MobHTAP framework is mainly composed of a stream management system, a dis-
tributed processing system, and a distributed database. Different technologies already
perform these functions, and that can be incorporated into the framework. In this case
study, the MobHTAP framework is based on the following technologies: the Client model
and Worker were developed in Java language version 1.8. The Apache Kafka framework2

composes the Router module. Apache Storm3 aids in distributed processing at the Pro-
cess module. The Data Storage is composed by the distributed data management system
CockroachDB4. To test our framework, we used a trajectory simulator for people located
in the region of George Mason University, Virginia, USA. The simulator developed by
[Kim et al. 2020] simulates human mobility with a focus on three basic needs: physio-
logical, satisfaction, and acceptance.

2https://kafka.apache.org/
3https://storm.apache.org/
4https://www.cockroachlabs.com/
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To run the case study experiment, we used the MobHTAP framework to simulate
the behavior of 2000 people. Besides that, we used as a configuration the constant speed of
approximately 4.5 km/h. We ran the framework in a cluster comprising five machines, and
we used all machines for distributed processing and data storage. Two of these machines
also have the role of distributing the data flow by the Router layer, as described in section
3. All computers in the cluster have the Linux Ubuntu operating system installed, and the
machines have the following hardware configuration: CPU intel core i7 3.40 GHz with 8
cores, one machine with 24GB of RAM and 2TB of storage, and the others have 16GB of
RAM and 1TB of storage.

In addition to some context information present in the synthetic database (such as
type of activity and drowsiness), we used the OSM5 to capture information from the PoI
visited by the agents. In this synthetic base, some agents contaminated by a contagious
disease, such as COVID-19, were also simulated. The objective is to show how Mob-
HTAP can help to monitor and assess the geographic scenario in situations that require
urgent decision-making.

In this first example (Query1), we want to know which places have agglomeration
above a given threshold. To answer this question, we used the 2.0 meters radius distance
per person as social distance. Just to optimize query processing, we approximated the 2.0
meters radius circle to a 4.0 meters side square, resulting in a square of 16 m2 per person.
Besides that, we used a continuous query on trajectory streams, as shown in the Query1
below. We can observe that the query produces an output stream with an update rate of 5
minutes (STEP) and a sliding window of 15 minutes (RANGE).

Query1: Which places have agglomeration?
SELECT place id, count(s.user id) as people, o.area/16 as limitMax, o.area
FROM gmu.stream s, context.tb osm o
WHERE st within(s.geom, o.geom)
GROUP BY s.place id, o.area
HAVING count(s.user id) >o.area/16
STEP 5 min RANGE 15 min

The result of Query1 is a data stream containing the PoI identifier value in the
OSM, the number of people in the location, the maximum limit according to the distance
rule, and the PoI area. Figure 3 shows a sequential sample of images taken from a GIS
where the result of Query1 was graphically displayed. Although the query has a 5-minute
STEP, we highlight in Figure 3 images with a one-hour interval to highlight the evolution
of agglomeration over four hours. The red places highlighted are the PoI that exceeded
the agglomeration threshold.

In Query2, the user wants to know which areas have the highest concentration of
sick people. The GRID function, performed in section 4, summarizes the data in spa-
tial cells at 5-minute intervals, as specified by the STEP clause, and a 10-minute sliding
window (RANGE 10 min). The result of the query is a data stream containing the cell
identifier and the number of sick people inside it (sick = true attribute).

Query2: Which areas have the highest concentration of sick people?
SELECT g.id, count(s.user id)

5https://www.openstreetmap.org
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104



Figure 3. The highlight of crowded places

FROM gmu.stream s, GRID (-77.3192, 38.8235, -77.2962, 38.8365, 0.0005, 0.0005) g
WHERE s.sick = true AND st within(s.geom, g.geom)
GROUP BY g.id
STEP 5 min RANGE 10 min

Figure 4 highlights four maps of the studied region. Each map is divided into
cells as specified in Query2. The result of Query2 was reproduced in a GIS and the cells
changed their shade of red according to the number of sick people. Thus, the darker the
cell, the greater the concentration of sick people. Figure 4 highlights only four specialized
images of the Query2 output stream. The images show a greater concentration of infected
people in the eastern part of the region.

Figure 4. Cell maps highlighting the number of patients

The processing time for extracting information derived from the raw data is ap-
proximately 6 milliseconds. The average processing time for Query1 is 3.27 seconds and
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3.23 seconds for Query2.

6. Discussion and Conclusions
In this paper we present the MobHTAP system that enables continuous aggregate and
historical queries on trajectory data streams. We adapted the SQL language to be able
to express queries that use spatial summarization on real-time trajectory streams. We
describe the ETL process for transforming trajectory data to be queryable using our query
language, as well as describing how that data is stored.

As a future work we intend to expand the possibility of spatial summarization for
cell and segment, and thus be able to summarize the trajectories through linestrings. We
also intend to evaluate the framework using multi-aspect semantic trajectories, such as
weather, rating, price, and transportation information. We also intend to develop a graph-
ical interface to assist the user in building queries. Finally, performance tests are going to
be implemented in order to assess MobHTAP workload capacity and evaluate how many
tuples may be processed in a second and how many queries the system supports.
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Özsu, M. T. and Valduriez, P. (1999). Principles of distributed database systems, vol-
ume 2. Springer.

Potamias, M., Patroumpas, K., and Sellis, T. (2006). Sampling trajectory streams with
spatiotemporal criteria. In 18th International Conference on Scientific and Statistical
Database Management (SSDBM’06), pages 275–284. IEEE.
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Abstract. The three-dimensional representation of reality in geographic
databases and its availability to users presents a promising way to support the
management of increasingly complex urban environments. These spaces
include more and more aerial and underground structures, but such data for
municipalities, utilities and citizens are still very limited in Brazil. This
research aims to develop a methodology for creating a three-dimensional
sanitation model from two-dimensional projects for use in municipal data
infrastructures (SDIs), using open source resources and a sample of data from
the municipality of Vitória, Brazil. This work results in a low-cost model
framework and a discussion about present limits for implementing 3D SDIs.

1. Introduction

The three-dimensional representation of cities, together with its semantic and
topological aspects, has been gaining more and more space in several areas - be it in
academia, the private sector, or public policies. Berlin, Lyon, Vienna, and Rotterdam are
among the cities that have created three-dimensional models with different levels of
detail and released this information as open data (Prandi et al., 2015). In addition, the
popularisation of CityGML, a semantic information model for representing 3D urban
objects, has contributed to this scenario.

The SIG3D (Special Interest Group 3D) developed the CityGML model used in
this work. The OGC (Open Geospatial Consortium) adopted this model as an official
standard since 2008 (Deng et al., 2016). The SIG3D group idealized CityGML to store
and exchange virtual city models with a format covering urban objects' thematic fields.
Geometric and topological aspects can be accurately described and linked to their
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semantic part (Prandi et al., 2015). The goal of developing CityGML is to achieve a
standard definition and understanding of the basic entities, attributes, and relationships
within the three-dimensional representation of the city. By providing a framework with
entities relevant to many disciplines, this model can become a central information hub to
which different applications can develop their domain-specific information. This sharing
would be fundamental from an economic point of view. However, it would require
finding a common information model about the different users and applications (Kolbe,
2009). In this context, spatial data infrastructures (SDIs) play an essential role in
integrating data and systems.

SDIs contribute to the access, management, distribution and reuse of digital
geospatial resources. In many countries, they are developed to help availability and
access spatial data for all levels of government, the commercial and non-profit sector,
universities, and citizens (Aalders and Moellering, 2001). Besides a spatial database, the
formal agreements that provide access to data, the open standards and technologies that
enable access to that data, and the tools for searching and presenting data are also part
of the SDI framework (Dawidowicz et al. 2020). The notion of an SDI emerged over 20
years ago, and concepts around this topic change in response to technological and
organizational developments. Despite this significant history, it is essential to emphasize
that SDIs should not be tied to a particular set of technologies or standards. Innovations
in the geospatial domain are sometimes slower than conventional technologies, which
are incorporated to meet user requirements better, thus ensuring that infrastructures
remain fit for purpose (Kotsev et al., 2020).

Although many countries with SDI's still rely on processing their geospatial data
in 2D, countries such as the United States of America, Canada, some European
countries, Asia, and Australia are working with their data infrastructures in 3D, which
provides a wide range of benefits. For example, 3D geospatial data can reduce costs,
save time, increase accuracy, and improve efficiency. Also, it can improve workflows,
increase productivity, manage resources, improve service quality, support
decision-making, and provide greater functionality through z-dimension (Kalbani et al.,
2018).

One of the main bottlenecks that still limit the use of 3D modelling is the low
availability of web-based visualization systems and interoperable platforms that allow
standardizing the access to city models (Prandi et al., 2015). According to Stadler and
Kolbe (2007), the data required for 3D city models comes from dispersed sources and
are thematically and spatially fragmented. Thus, for a given geographical region, the
data differ in quality and semantic aspects, making the data infrastructure
implementation difficult. Thus, the data differ in quality and semantic aspects for a
particular geographic region, making the data infrastructure a container for
heterogeneous data. Besides construction projects, other urban infrastructure projects,
such as transportation networks, energy distribution, and sanitation, demand information
modelling in three dimensions for their implementation. The objects that make up these
networks are often underground and require sophisticated models that can adequately
represent the dynamics and dependencies between the different services, as well as an
integrated view between the infrastructure below ground and the other urban entities,
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which are above the surface (Kutzner et al., 2018). Although those in charge do
substantial work on representing objects above the surface, underground networks are
often neglected in theory and practice (Den Duijn, 2018). Based on this scenario, we
seek to implement a 3D IDE for sanitation based on available 2D data.

To answer the question that drove this research, we developed a method to create
a three-dimensional sanitation network model from two-dimensional projects for use in
municipal spatial data infrastructures. The data came from the Integrated System of
Geospatial Bases of the State of Espírito Santo - GEOBASES, one of the SDI's that
make up the National Spatial Data Infrastructure - NSDI. The study area chosen was the
municipality of Vitória, capital of the state, because of the availability and organization
of data related to sanitation networks. Vitória is often recognized for its quality of life
indexes. The United Nations has elected Vitória as the second-best city on the Brazilian
coast to live in (G1, 2015). Besides, the State of Espírito Santo has been improving
basic sanitation until 2033, with about 99% coverage of potable water and 90% of
treated sewage (Lourenço, 2021).

To create the method of this work, we used open-source data and tools, with
algorithms developed in Python language and made available on the GitHub platform.
We got the data of buildings and transport routes from the OpenStreetMap platform. To
convert the 2D data into 3D, we used the 3Dfier tool, developed by the Delft University
of Technology. For data storage, we used the geospatial database 3DCityDB, which is
compatible with the CityGML format. Finally, we use the Cesium Ion platform to make
the data available on the internet. This platform allows 3D spatial data to be hosted in
the cloud and transmitted to any device.

2. State of the Art in Tridimensional SDIs

In a search done on July 31st, 2021, on the Web of Science scientific database,
searching the "All Fields" field with the keywords "spatial data infrastructure 3d" and
refined by: *Publication Years: 2021 or 2020 or 2019 or 2018 or 2017 *Document
Types: *ArticlesPublication Years: 2021 or 2020 or 2019 or 2018 or *2017 Document
Types: Articles 243 scientific articles were selected resulting from this filter. The link of
the query is available in
<https://www.webofscience.com/wos/woscc/summary/549e145e-b3e6-45d7-b26f-c1c07
96a9b65-02bfc8b4/relevance/1.>

When adding the keyword "CityGML", the result is 12 articles. This denotes the
importance of developing further studies in the area. The link of the query is available in
<https://www.webofscience.com/wos/woscc/analyze-results/549e145e-b3e6-45d7-b26f-
c1c0796a9b65-02bfc8b4>.

Analyzing the co-occurrence of terms in the articles (Figure 01), with the
minimum number of 5 occurrences per article, 34 keywords were selected, divided by
the intensity of relationship strength. The bigger the symbol, the higher the number of
citations. These keywords are divided into 5 clusters. The cluster in green represents the
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cluster that this article has greater adherence to, working with issues that permeate
spatial data infrastructure, 3D modelling, CityGML, and network registration.

Figure 01. Map of concepts correlated to 3D IDE

In Brasil, some researchers develop investigations about the CityGML and
related ontologies as references (da Silva Costa et al. (2018), Maieron (2021), Santos et
al. (2020) and Mastella et al. (2018) Antonio (2020)). However, research on this topic is
still scarce.

3. Challenges in Geospatial data for Water Supply and Sanitation in Brazil

Law 14.026/2020, known as the new legal framework for basic sanitation, gave the
Brazilian National Water and Basic Sanitation Agency (ANA) the responsibility to issue
reference standards, and these rules will regulate and direct the subnational sanitation
regulatory agencies. Article 48 of the referred law, in its numbers XV, cites the stimulus
to integrating the databases and XVI about the follow-up of the governance and
regulation of the sanitation sector. In art. 53, paragraphs 4, 5, and 7, according to this
law, ANA and the Ministry of Regional Development are responsible for promoting the
National System of Information on Hydric Resources (SNIRH) interoperability with the
National Sanitation Information System (SINISA). Additionally, this law contemplates
data transparency and governance and regulates that the holders, providers of public
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services of basic sanitation, and the regulatory entities will provide the information to be
entered into SINISA.

With the New Legal Framework, the technical registry of sanitation network
objects has gained more importance for managing sanitation assets, elaboration and
budgeting of contracts, measurement and payment effects of performance contracts.
Such fact already occurs, for example, in the Novo Pinheiros River project, in the State
of São Paulo, in which the payment of the works occurs through goals achieved in terms
of the number of sewage connections and biochemical oxygen demand measurements in
the downstream sewage basin. In addition, the contractors must deliver a cadastre of the
works, georeferenced and validated by SABESP to make these measurements.

The standards that regulate this type of cadastre are the NBR 12.586/92 and
NBR 12.266 deal with the Registration of water supply systems and the Design and
execution of trenches for laying water, sewage, or urban drainage pipes, respectively, in
Brazil. Therefore, these norms list relevant information required for sanitation projects.
The database structure includes data that various sectors will use. According to Abrahão
(2020), the cadastre in a sanitation utility is the cadastre of the structures that support its
key business processes. This type of information is one of the most significant
documentary collections of a sanitation company. It is essential for the operation,
management, and maintenance activities of its fundamental processes. Besides, it is
crucial for several other business and support procedures.

Salim et al. (2017) discuss the limitations and the requirement of positional
accuracy in 3D, because of the value of the z variable, besides the complexities caused
by an excess of information imposed by the third dimension; legislations, standards,
growing stakeholders, the volume of data exchange are the additional concerns in
implementing an SDI. Therefore, all existing issues need to be re-evaluated in this
environment. In addition, matters such as quality control, monitoring system, and
satisfaction survey on the progress and advancement of the outcome in an SDI are
crucial. The authors also point out that open source software can play a significant role
in implementing and using three-dimensional information, including data analysis,
processing, visualization and presentation. Using a 3D representation is also a change in
work culture, where innovation also implies training and understanding this new way of
analyzing space.

4. Materials and Methods

There are still several methodological gaps to implement and use the outcome of
this work as an SDI. Difficulties of interoperability, lack of data and protocols are some
limitations in this scope.

The methodology was implemented using code developed by the authors uisng
the Python programming language. All the code is publicly available on GitHub
(https://github.com/kauevestena/sanit3Dsdi).
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The proposed methodology (Figure 02) for realizing this work is divided into
four main stages. The first step consists of the acquisition and recording of the state of
the data. The second consists in transforming the two-dimensional data into
three-dimensional data. The third step consists of storing the data in a geographic
database, which will be realized using 3DCityDB. Finally, the fourth step is to format
this data for visualization and access, making this three-dimensional spatial data
infrastructure available on the Internet (Figure 2). The subsections that follow will
introduce each step in detail.

Figure 02. Methodology

4.1 Connection

The first step consists in collecting the data sample to be used in the research. This step
was performed by automatically downloading such data from one of the implemented
modules, created using Python programming language. Three data sources were
chosen: 1) a Web Feature Service - WFS protocol for the thematic data; 2) a file list for
raster data containing relief and buildings information; and 3) OpenStreetMap for the
building footprints.

Data source number 1 is a part of the open data from the Integrated System of
Geospatial Databases of the State of Espírito Santo (GEOBASES). This system was
created within the Secretariat of Planning of the State of Espírito Santo. The project was
made official in December 1999, through a decree from the State Governor's Office,
numbered 4.559-N, of December 10th, 1999. Such a system aims to provide the
intercommunication of mapped data in the same geographical area by several
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institutions (ESPÍRITO SANTO, 1999, 2012a and 2012b).GEOBASES is the SDI of
Espírito Santo and is a node of the National Spatial Data Infrastructure ( INDE). As
such, it has the role of a tool for active transparency, i.e., that publishes data that are of
interest to the most diverse public and private entities, through the internet, without the
need for formal requirements, therefore, a hub for the open data access (ESPÍRITO
SANTO, 2021). It includes mostly the sanitation data, which contains only the
planimetric positions of the primary sanitation network's axis and the diameter and
material of pipes as attributes.

Within GEOBASES, the previously mentioned raster files list is available
(source 2), which was programmatically downloaded, selecting the data through the
process of geometric intersection with the area of interest. In addition, we implemented
a fail-safe protocol to ensure that all needed data was downloaded. Data from
OpenStreetMap (source 3) was downloaded with the aid of the Overpass Application
Programming Interface by integrating it into python code via the requests library.

To allow for future verification of eventual changes to the source data, the
current "state" of the file was saved in a ".json" file. The "state" refers to the information
that allows one to determine whether the data has changed when comparing the values
computed for it on two different dates. For sources 1 and 2, the hashcode was used. For
source 3, given its accessory role, this verification was not performed. For keeping the
input data up-to-date, the verification should be run monthly. If it detects a change, it
will enable a trigger that will demand that the first, second and third steps be rerun to
create the updated 3D data.

4.2 Transformation

The second stage of the study comprises transforming the two-dimensional data into
three-dimensional ones, adopting two different methodologies for the three-dimensional
conversion: one for the buildings and a second one for the pipes.

For the first step, we used the tool 3dfier. It creates three-dimensional models
from point cloud data and digital surface models, which in the present work were
derived from the raster data acquired in the first step. Once the process is completed, it
generates a file in CityGML format. For the second one, we used the Pymesh library.
The pipe network was modelled using a combination of two types of solids: spheres and
cylinders. We iterated along each two-dimensional line segment in the source data to
generate a cylinder for each, considering the diameter of the pipe. Next, a sphere was
generated for each node joining two segments to join two cylinders (as a joint). The
spheres and cylinders are then merged to form a single composite solid (A). The process
is repeated with a diameter 5% smaller to generate another solid (B) with a smaller
volume. Then, the pipe is created as the difference between solid A and B, forming a
hollow model as shown in figure 03. The solid objects are then converted to the .cityjson
format, which saves the features' attributes. The Z coordinate for each joint was set
globally as 50cm under the DTM surface, as there is no information from the provider
in this topic.
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Figure  03. Piping generated by the methodology  3A-D: details. 3E: attribute
table. Created by the authors.

4.3 Database

The third step of the study is to store the data in a geographic database (PostgreSQL),
using 3DCityDB - a geospatial database tool for storing and analyzing the semantics of
3D city models. The files generated in CityGML and CityJSON format in the second
step are imported into the database employing tools provided by the creators of
3DCityDB.

4.4 Interface and Geoservices

The fourth step consists of materializing this three-dimensional data and infrastructure
by making it available for access and visualization for the public. We have the core
aspects of an SDI in this stage, consisting of the data and technology components. A full
three-dimensional SDI would still need reflection on the necessary adaptations in terms
of public policies, metadata and specific standards if needed. Making the data available
for access and download is done by creating a WFS service, implemented by tools
bundled with the 3DCityDB package. A modified version of the Cesium Ion 3D
visualization framework is used for the interface, a robust, scalable platform that allows
3D geospatial data to be rendered on a three-dimensional globe, as shown in figure 04.
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Figure 04.Sample data rendered in 3D globe 04A Near Upper View. 04B far
upper view. 04C Oblique Far View. Created by the authors.

The final part of the fourth step is to make the 3D viewer and the WFS service available
on the web in a deployment process, making them accessible to the users. The links for
the demonstration are available on the geoportal created for the example available in the
present work, accessible through the link: <https://sites.google.com/view/ide3d-san>.

5. Conclusion

This proof of concept is a project under development, throughout which we were able to
reach some reflections on the implementation of three-dimensional SDIs for the water
and sanitation sector in Brazil. It was possible to construct a basic infrastructure method
using free software and available open data.

In the current implementation, information regarding the upstream and
downstream elevations and the diameter were obtained or presumed. However, in the
case of an inspection pit and the geographic coordinates, buffer, bottom and diameter
values are required. This information is essential so that there is no crossing of
interference and the network can be "tied" properly.

Therefore, for effective implementation of a project like this, we identified the
following challenges:

a) Need for the development of international standards and the adaptation of
existing NSDI standards to incorporate three-dimensional capabilities.

b) The lack of information about implementation and conversion of 2D features to
3D; and

c) The sanitation company's privacy about data implemented to prevent vandalism
in pipelines.
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The data structure must be made available for the elaboration of the 3D, with
information from the register of the network, such as the upstream and downstream
coordinates of the tube and its depths.

A limitation of this work is the lack of publicly available information on the
location of pipes segments. Because of that, we can only generate estimated pipe
segments and generic intersections in planar and Z positions. These types of
infrastructures are much more complex in reality. Such networks can contain several
types of nodes (valves, hydrants, T-connections, consumption points). In addition, the Z
position of elements of sewage and stormwater drainage is critical since flow occurs by
gravity.

This article developed a robust, open-source proposal that contributed with
methodologies for modelling underground city networks. In addition, the research
contributed with a replicable framework model that shall be used for SDI building, with
the discussion of limits still present in the model of data structure found in SDIs
available 2D for 3D conversion and other limitations for implementing a 3D SDI for
sanitation in Brazil.
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Abstract. This paper presents the SAFmaps, an open-access WebGIS, that 

provides a geospatial database about promising feedstocks for the production 

of Sustainable Aviation Fuels (SAF) in Brazil, and information about their 

supply chains. The feedstocks addressed are eucalyptus, soybean, palm, 

macaw palm, sugarcane, corn, beef tallow and steel off-gases. Available 

information comprises maps of suitability, expected yields and costs for 

biomasses production, and a set of support maps. Besides maps, the user has 

access to reports and case studies related to one specific feedstock and region. 

The paper also presents the main challenges to developing a WebGIS by 

combining different layers based on a large geographic scope data, using 

raster layers. 

1. Introduction 
The development and commercialization of Sustainable Aviation Fuels (SAF) is the 

most promising option for reducing greenhouse gas emissions (GHG) emissions in 

international civil aviation in the short term [ICAO 2021]. The sector aims to reduce net 

aviation CO2 emissions by 50% in 2050, compared to 2005 levels [IATA 2021]. A 63% 

reduction in emissions could be achieved in 2050 if the total international aviation jet 

fuel demand were replaced by SAF. However, large capital investments and substantial 

policy support are necessary to achieve high levels of SAF production [ICAO 2021]. 

Brazil has significant potential for the production of SAFs from renewable crop-based 

biomasses or residues (e.g., sugarcane, wood, vegetable oils and animal fats) due to 

edaphoclimatic conditions, land availability and its relevance in biofuels production 

[Cortez 2014]. In this context, a partnership between the University of Campinas 

(UNICAMP) and the Boeing-Embraer Joint Research Center for Sustainable Aviation 

Fuels resulted in the build of the SAFmaps platform. 

 SAFmaps is an open-access WebGIS that provides easy access to information 

and data related to feedstocks of interest for the production of SAFs in Brazil, as well as 

their supply chains. The feedstocks addressed are eucalyptus, soybean, palm, macaw 
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palm, sugarcane, corn, beef tallow and steel off-gases, and the geographic scope 

corresponds to the areas with the greatest potential for their production. The available 

geospatial information includes maps of agricultural suitability, expected yields, and 

estimated costs for different biomasses and existing infrastructure for the sustainable 

production of biojet fuels, besides a set of support maps that can be accessed at 

www.safmaps.com. The platform also provides results (e.g., feedstocks supply curves), 

and reports about case studies developed for each feedstock. The applicability of the 

SAFmaps database is large and can be also used to guide the production of other 

bioenergy carriers. 

 The development of WebGIS has played an important role in providing 

visualization, access to more users, and analysis of an area of interest [Zhang et al. 

2017]. The geospatial information available in the WebGIS environment can be used as 

a tool of spatial planning and decision support [Khawaja et al. 2021; Esteban and 

Carrasco 2011]. However, the development of interactive WebGIS systems on biomass 

given large-scale geospatial data, like Brazil, is challenging. It requires a large 

computational resource and depending on the type of analysis it may be impractical. 

The challenges increase given the complexity of simulate biomass supply chains, 

including the specific characteristics of each crop production, the optimization of 

biomass logistics, the aim of minimizing production costs and selecting the optimal 

locations from a sustainability perspective [Pérez et al. 2017; Malladi and Sowlati 2018, 

de Jong et al. 2017, Khawaja et al. 2021]. Some examples of WebGIS about public 

database on biomass can be exemplified by BIORAISE 

(http://bioraise.ciemat.es/Bioraise) and BIOPLAT-EU WebGIS 

(https://bioplat.eu/webgis-tool) for Europe, and by The Biofuels Atlas 

(https://maps.nrel.gov/biomass) in the USA context. In Brazil, SAFmaps is an 

innovative platform with a geospatial publicly available database about several 

important national biomasses. 

 This paper aims to present the architecture of SAFmaps WebGIS platform, an 

open-access platform with a geospatial database about promising feedstocks for the 

production of SAF in Brazil, which also can be used in different applications in other 

areas. The paper also presents the main challenges to developing a WebGIS by 

combining different layers based on a large geographic scope data, using raster layers. 

2. SAFmaps platform structure 

The SAFmaps provides specific spatialized information for eight feedstocks (that can be 

used in three routes certified for SAF production), a data set about support maps, reports 

and the implementation of the results of case studies developed using the information 

available in the WebGIS platform.  

2.1. Geospatial database 

The feedstocks addressed include the most promising bioenergy crops in Brazil: 

eucalyptus, soybean, sugarcane, corn, palm and macaw palm, for which maps of 

suitability, estimated yields and predicted production costs were developed. The 

selected geographic scope focus on areas with the greatest potential for their production, 

and includes the MATOPIBA region (states of Maranhão, Tocantins, Piauí, and Bahia), 

the Centre–West region (states of Mato Grosso do Sul, Mato Grosso, Goiás, and the 
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Federal District), the largest area of the Southeast region (states of São Paulo and Minas 

Gerais), and the South region (states of Rio Grande do Sul, Santa Catarina, and Paraná). 

The state of Pará was just considered in the case of palm oil production due to the high 

potential of local production. For the other two non-crop-based biofuels feedstocks, beef 

tallow and steel off-gases, the platform provides raw availability in 2018 for the whole 

Brazil, besides general information related to the localization of the associated units 

(certified slaughterhouses and the main steel mills).  

 Maps of suitability, estimated yields, and predicted production costs were 

developed for each crop-based feedstock. The suitability was estimated based on 

literature information about edaphoclimatic requirements for each culture: soil 

suitability, rainfall, atmospheric temperature, water deficit, frost risk and altitude. The 

slopes restrictions to allow the mechanisation of planting and/or harvesting were also 

considered [Walter et al. 2021a; 2021b; 2021c]. In the final maps, the areas were 

classified as “low”, “medium” and “high” suitability. For all crops, irrigation was not 

considered aiming to identify areas of lower costs of production and avoiding potential 

impacts on water resources. To estimate crop yield, statistical regression models were 

defined between actual yields, edaphoclimatic parameters as explanatory variables and, 

eventually, a set of dummy variables [Walter et al. 2021a; 2021b; 2021c]. The 

agricultural production costs were predicted according to the cost structure reported by 

Agrianual (2020), land prices for pastures in 2018 (assuming that the plantations could 

only occur displacing pasturelands), and, in specific cases (eucalyptus and macaw 

palm), it was adopted other parameters of literature for the regional Brazilian 

conditions. Details about the procedures applied to estimate suitability, yields, and 

production costs are present in Walter et al. (2021a; 2021b; 2021c). Data were 

spatialized in raster format (spatial resolution 30x30m) with the software QGIS 3.10. 

All maps were validated against the information available in Brazil, based on the 

occurrence of the crops in the literature (e.g., Mapbiomas (2021); IBGE (2021); see 

details on SAFmaps (2021)). Table 1 summarizes the information available for each 

feedstock at SAFmaps. 

 Besides the original data described above, the SAFmaps provides a set of 

support maps with (i) base information used in the construction of the feedstock maps 

(i.e., biophysical conditions, land use prices), (ii) data on existing and planned 

infrastructure (i.e., roads, railways, pipelines, energy conversion units, etc.) and (iii) 

parameters that can be used to define production restrictions (i.e., environmental and 

socio-economic restrictions). All support information available in SAFmaps is 

summarized in Table 2.  

Table 1. Information available about feedstocks in SAFmaps  

Feedstocks Information available Format 

Eucalyptus, Soybean, Macaw oil,  

Palm oil, Sugarcane, Corn (second crop) 

Suitability; Expected yield; 

Expected costs of production 

Raster 

(30x30m) 

Tallow Slaughterhouses certified (SIF); 

Cattle herd; Beef tallow estimated 

Shapefile 

Steel off-gases availability Total of off-gases; Flaring Shapefile 
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Table 2. Information available in SAFmaps about support maps  

SAFmaps 
Category 

Information 

Biophysical Biomes
 1
; Soil orders

 2
; Slope categories

 3
; Altitude 

3
; 

Average annual rainfall
 a,4

; Average annual temperature
 a,4

; 

Average minimum/ maximum annual temperature
 a,4

; 

Annual water deficit
 a,4

; IRD (Index of rainfall distribution)
 a,4

; Frost risk
 a,4

; 

Main rivers
5
; Hydrographic regions

6
 

Diagnostics Soil suitability
 a,7

; Slope - used for eucalyptus
 a,2

; Slope - all other crops
 a,2

; 

Level of pasture degradation
 8
; Land use and land cover

 9
; 

Land price – Natural pastures
 a,10

; Land price – Planted pastures
 a,10

 

Sensitive areas Legally protected areas
11-12

; Restricted biomes
1
; 

CORSIA restriction (Principle 2)
 a,9

 

Warning areas Land use rights
 a,13

; Water use rights
 a, 13

; Agrarian reform settlements
12

 

Infrastructure Transport: 

Roads
14,15

; Railroads
15

; Gas and oil pipelines
15

; Waterways
15

; Airports
15

; 

Ethanol pipelines
 a,15-16

; Ethanol pipelines (terminals)
 a,16

 

Production Units: 

Refineries by aviation kerosene output
 a,17

; by oil refining
 a,17

; by refining 
capacity

 a,17
; 

Ethanol distilleries by feedstock
 a,17-18

; by sugarcane milling capacity
 a
; 

by anhydrous capacity
 a
; by hydrated capacity

 a
; by total output

 a ,1
; 

by anhydrous output
1
; by hydrated output

 a ,1
 

Soy processing plants
 a ,1

 

Political 
boundaries 

Municipalities; States 

a
mapped by SAFmaps (2021) based on information from other sources, some of them non-spatialized. 

Sources: 
1
 https://geoservicos.ibge.gov.br; 

2
 https://bdiaweb.ibge.gov.br; 

3
 www.dsr.inpe.br/topodata;  

4
 http://dx.doi.org/10.1127/0941-2948/2013/0507; 

5
 www.ibge.gov.br/geociencia;  

6
 https://metadados.snirh.gov.br; 

7
 Adapted from: (i) Manzatto et al. (2002). Uso agrícola dos solos 

brasileiros / Rio de Janeiro: Embrapa Solos; (ii) Santos et al. (2018). Sistema brasileiro de classificação 

de solos. Embrapa, Brasília; 
8
 www.pastagem.org/atlas/map; 

9
 www.mapbiomas.org;  

10
 www.emater.mg.gov.br, www.agrianual.com.br, www.gov.br/economia; www.gov.br/incra;  

11
 http://mapas.mma.gov.br/i3geo; http://sistemas.icmbio.gov.br; www.funai.gov.br;  

12
 http://certificacao.incra.gov.br; 

13
 www.cptnacional.org.br; 

14
 http://geoftp.ibge.gov.br;  

15
 www.gov.br/infraestrutura; 

16
 www.logum.com.br; 

17
 www.anp.gov.br; 

18
 www.conab.gov.br/, 

www.gov.br/pt-br/orgaos/ministerio-da-agricultura-pecuaria-e-abasteciment, www.novacana.com, 

www.epe.gov.br/pt.  

Details about the source of information can be seen on the platform. 
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2.2. The architecture behind the SAFmaps 

The architecture of the platform allows the recovery of information through the 

WebGIS application, which was previously compiled using geographic data and the 

combination of attributes. Figure 1 illustrates the architecture that has been developed 

with focus on a front-end approach. All the geographic data provided by the WebGIS 

were processed in advance, respecting simulation rules and requirements regarding the 

literature. The data were stacked, considering the geographic location of all pixels, 

which was achieved by the combination of different levels of layers regarding soil 

suitability, land use and land cover, rainfall and other variables (see sections 2.1 and 

2.3).  

 

 

Figure 1. The proposed architecture of the SAFmaps WebGIS system 

 Some selected data have been incorporated through mechanisms provided by 

GeoServer and the selection of multiple layers can be performed in the WebGIS 

application from interface panels. The combination of attributes was performed using 

GIS like ArcGIS, QGIS, and PostGIS. The results were stored in raster files, mainly due 

to the geographic scope of the project. Therefore, the maps demanded by users through 

the WebGIS are selected directly from GeoServer, which retrieves the spatial data from 

its storage. 

 The GeoServer uses Web Map Service Interface Standard (WMS) to deliver the 

data, which provides a simple Hypertext Transfer Protocol (HTTP) interface for the 

requested map. In the WebGIS, the map is rendered using Leaflet, a Javascript library 

that displays tiled web maps hosted on a public server with optional tiled overlays. To 

support this operation, a virtual machine was established in the Google Cloud Platform 

(GCP), which provides access through GeoServer to the maps consumed by SAFmaps. 

 2.3. Case studies conception 

Several case studies were developed using the dataset available in SAFmaps. The 

construction and development of the case studies were done in the QGIS 3.10 and 

ArcGIS 10.1. The site of biomass production, the main parameters and results for each 

case addressed were statically implemented in the WebGIS system. 

 The scope of the case studies varied according to the characteristics of 

production of each feedstock. In general, possible sites of biomass production were 
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124



  

chosen based on the area available, expected production costs and the alternatives of 

transporting feedstock until the SAF production sites. For each biomass feedstock, it 

was estimated the supply curve at the industrial sites, assuming new processing units in 

several locations, considering different biojet fuel production capacities. 

 The production areas were defined as a circle around a point selected for the 

location of the processing industrial unit. It was assumed that crops could be cultivated 

only over pasturelands (in 2018, according to land use maps presented by Mapbiomas 

(2020), spatial resolution 30m x 30m). For the areas of potential cultivation, it were 

excluded protected areas (i.e., conservation units, indigenous reserves and quilombolas), 

two sensitive biomes (Amazon and Pantanal), the areas in non-eligible lands according 

to CORSIA's sustainability criteria [CORSIA 2019], and regions where potential socio-

economic problems would be predicted (e.g., due to violations of land and water use 

rights). 

 Aiming to allow full mechanization, the pixels were filtered to identify clusters 

with a contiguous area capable of producing at a low cost. For this, the Landscape 

Ecology Statistics (LecoS) plugin for QGIS was applied to clean small pixels in the 

agriculture area [Jung 2016]. 

 Information for each feedstock was combined with existing and planned 

infrastructure data aiming to reduce transport costs according to the available 

alternatives. The procedure to estimate the distance from the field (pixel) to the 

processing industrial unit (point) was based on a combination between the Arcgis 

Network analyst extension and the tool Proximity (Raster Distances) of QGIS. The 

transportation cost, by truck, was calculated based on the field-unit distance using the 

Raster Calculator. Due to the required infrastructure, it was supposed that SAF 

production may be at or very close to large oil refineries, and near to the main 

consumers of aviation fuel (i.e., international airports). In this case, transportation costs 

between unit-refineries were estimated exploring alternatives to roads, such as pipelines 

(for ethanol) and rails. 

 The procedure to define the supply curve at the industrial unit was obtained by a 

layer stacking process combining the cost of production and the estimated yields by 

pixel. Based on the size of the pixel, it was estimated the area available for feedstock 

production. From the stack, it was possible to know the potential of crop production in 

each pixel (according to the yield values) and its respective cost of production. In 

PostGIS these values were retrieved using SQL queries. The costs of transportation unit-

refinery and industrial process were added to the costs of feedstocks production. The 

production areas were ranked from minimum to maximum costs and the supply curve 

was traced. The feasibility of SAF production was assessed based on its minimum 

selling price (MSP). 

3. SAFmaps portal and platform  

SAFmaps is composed of a Portal which provides information about the project and 

partnerships (tag Home and About/SAFmaps), a set of links to important pages in the 

context of sustainable aviation fuels (About/Useful links), and a list of publications 

related to the development of the project (About/Publications). The tag Database gives 

access to the WebGIS with maps, reports and case studies. 
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3.1 SAFmaps layout 

The layout of SAFmaps is shown in Figure 2. Accessing the Database (Figure 2), the 

user is directed to the Support maps (Figure 2b), and a set of specific information about 

each feedstock (Figure 2c). For each feedstock, the user can combine information about 

the suitability, costs, and yield with infrastructure data (e.g., main roads, railroads, 

pipelines, airports, energy conversion units, etc.)  

 

 

 

Figure 2. a) Platform SAFmaps (WebGIS access through the tag Database; b) 
Example of maps in the tag Support Maps, c) Example of feedstock information. 

 The case studies implemented illustrate the application of the information 

available in the SAFmaps database to evaluate the potential of SAF production in 

Brazil. Figure 3 exemplifies the steps and parameters requested for the user. In Step 1 

(Figure 3a), it is required the selection of the conversion technology to SAF, the 

feedstock (in some cases, there is a combination of different crops) and the available 

map that the user wants to see. In Step 2 (Figure 3b), it is presented the options of 

integration strategies related to the location of the industrial unit simulated in the case 
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study. According to the industrial capacity selected, the platform calculates and returns 

the industrial production of SAF (input requirement) and the co-products output from 

SAF production (diesel, naphtha, electricity). 

 The results also show the supply curve of SAF production in the industrial site, 

based on the available areas for crop production inside the selected zone. As can be seen 

in Figure 3c, a set of additional information such as feedstock requirement, average 

weighted costs and minimum selling prices (MSP) of SAF for the selected route is also 

presented as tables.  

 For each map, it was implemented an information icon that describes how data 

were obtained and also provides the links to download the database, or directs the user 

to the page of original source of information. 

 

 

Figure 3. a) Step 1 - Route of SAF production and the map chosen by the user, 
b) Set of the parameters of configuration, and results of co-product output; c) 
results of case studies implemented in the SAFmaps: feedstock supply curve 

and other information related to the case chosen by the user. 

3.2 Database download  

The geodatabase of SAFmaps was stored on GCP and made available through 

Geoserver. However, the set of georeferenced/tabulated data and reports have been 

stored in the Mendeley Data, which aims to facilitate the dissemination of data in the 
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scientific community, the organization of available data and the monitoring of accesses 

to the database. The information can be accessed through the links detailed in Table 3. 

In ten months, the statistics point to almost 1170 views and 360 downloads.  

Table 3. Links for download dataset 

Information Title of dataset DOI - Mendeley 

Feedstock SAFmaps – Eucalyptus 

SAFmaps – Soybean  

SAFmaps – Macaw palm 

SAFmaps – Palm oil  

SAFmaps – Sugarcane 

SAFmaps – Corn  

SAFmaps – Beef tallow 

SAFmaps – Steel off-gases 

http://dx.doi.org/10.17632/ghvrstw7pw 

http://dx.doi.org/10.17632/jpwggmp9zy 

http://dx.doi.org/10.17632/5498jdrm87 

http://dx.doi.org/10.17632/t59v47sshp  

http://dx.doi.org/10.17632/dp4y36fjw5 

http://dx.doi.org/10.17632/g25wt3t7k5 

http://dx.doi.org/10.17632/2zc8p9dgg9 

http://dx.doi.org/10.17632/nj7f67k8vv 

Support maps SAFmaps – Diagnostics  

SAFmaps – Infrastructure 

http://dx.doi.org/10.17632/czrwfbd7ct 

http://dx.doi.org/10.17632/kwdd5mbg4h 

4. Discussion and main challenges 

One of the main challenges of SAFmaps developers is to make the platform more 

flexible for the users. Thereby, it would be helpful to include online simulations based 

on the user requirements , expanding its functionality as a tool of spatial planning and 

decision support for the civil aviation sector. However, two main difficulties should be 

overcome: (i) the complexity of implementing biomass supply chain for large-scale 

biofuels production, until the obtaining of a feedstock supply curve, online, using 

several geospatial data, and (ii) the processing of data on the fly, considering the 

selected areas by users in the WebGIS and its potential large geographic scale.  

 A typical biomass supply chain system includes the sites of feedstock 

production, storage and preprocessing facilities, biorefineries, truck transportation farm-

facilities (in the case of SAF, also facilities), besides integration of agriculture 

suitability, technology development, economic, and environmental considerations 

[Malladi and Sowlati 2018, Lin et al. 2015]. Most models of biomass supply chain 

optimization are not web-based. In general, existing models require the combination of 

several rules and levels of data, which demand significant computational resources of 

processing power and memory, especially to solve wide geographic coverage. Some 

options include mixed-integer linear programming, spatial decision support platforms, 

and tasks of optimization modeling, not limited to a single user and small-scale 

problems [Hu et al. 2017, Lin et al. 2015]. 

 Processing multiple raster layers simultaneously, for a large-scale georeferenced 

and with several levels of data requires modern approaches, demands the ability to 

combine and stack data. In general, the development of such systems implies the 

construction of environments with pre-aggregated data processed in conventional GIS, 

as a step before loading them to the WebGIS system [Zhang et al. 2017]. A promising 

alternative that can help to address this issue is the concept of Data Cube, which uses a 

set of specialized technologies to solve problems with large volumes of data of Earth 
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Observation (EO) [Giuliani et al. 2020]. This concept has been used in many projects, 

such as Google Earth Engine (GEE) [Gorelick et al. 2017], and Brazil Data Cube (BDC) 

Platform [Ferreira et al. 2020], where raster layers are assembled into multidimensional 

data cubes [Gomes et al. 2021]. Open Data Cube (ODC) technology is focused on data 

processing and analysis using Python packages and command-line tools that can use 

Databases Management System (DBMS) like PostgreSQL to store metadata for 

managed data [Gomes et al. 2021]. 

 In the case of SAFmaps, the combination of spatial data was accomplished by 

stacking them in several small local cubes, and as in a raster image, each layer was 

represented by a band. Information from costs, yields, land use and land cover mapping 

in raster images, for example, was overlaid in several layers. Thereby, in the data stack, 

the values for each band were obtained by selecting geographic coordinates represented 

by a pixel or a set of pixels. Nevertheless, this solution was achieved for small areas in 

predetermined locations, according to its agricultural vocation and pasture availability. 

The result set of each location was saved in self-contained raster files with both yield 

and cost levels of information from which the supply curve was acquired and estimated. 

The data were provided by the platform according to the architecture presented in item 

2.2 and the maintenance of the system can be performed through the virtual machine in 

GCP where the GeoServer is hosted, by replacing the raster data. In future cycles of 

development, an infrastructure shall be established to support online users requests, 

triggering responses within an acceptable timeframe to allow real-time creation of 

supply curves and other essential comparisons for the decision-makers regarding the 

production of biomasses. 

 SAFmaps platform provides aid tools for potential investors in sustainable biojet 

production, as well as public policymakers. Database can be used to develop research 

scenarios of SAF production, based on the agricultural, technical, economic feasibility 

of several promising feedstocks, indicating potential solutions with lower environmental 

and social risks. In order to contribute to reducing GHG emissions, SAFmaps database 

gives a set of information that indicate alternatives to crop production in areas of low 

iLUC (induced land use change) risk, e.g. in degraded pasture areas, and potential 

production areas that are in accord to the principle 2 of CORSIA's sustainability criteria. 

In addition, raw biojet transportation alternatives of low energy intensity can be 

combined to reduce costs and GHG emissions, as exemplified by the seven case studies 

available on the platform. 

6. Conclusions 

The SAFmaps provides easy access to a set of maps, geospatial database, results of case 

studies and reports related to feedstocks of interest for the production of sustainable 

aviation fuels (SAF) in Brazil. The innovative platform can be used as a tool for 

potential investors in SAF production, public policymakers, the civil aviation sector 

itself, researchers and general users. Information also can be used to assess the 

sustainable production of bioenergy in different applications. 

 The complexity of implementing the biomass supply chain for large-scale 

biofuels production and the processing of data on the fly are some of the challenges of 

the development of the WebGIS system on large-scale geospatial data. Under these 

conditions, the simultaneous processing of multiple raster layers requires the 

combination and stacking of data. The Data Cube concept can be used in future versions 
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of the platform to allow users to analyze in real-time a large number of options, 

including different biomasses, different production sites and possible transport options. 
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Abstract. The process of detecting spurious depth (spikes) in bathymetric 

single beam data can be extensive depending on the quantity of data acquired 

on survey, because it is mostly executed manually during the processing 

phase. Another matter to be considered is the subjectivity of the process, 

because the surveyor must visually analyze the echogram of each probing line 

and decide, based on his experience, which data could be a possible spike. 

Therefore, this project intends to demonstrate a methodology for automation 

of the detection process and elimination of spikes, based on 

splinesinterpolators, applied on bathymetric single beam data.  

Resumo. O processo de detecção de profundidades espúrias (spikes) em dados 

batimétricos monofeixe, pode ser demorado dependendo do volume de dados 

adquiridos no levantamento, pois é, na maioria dos pacotes de processamento, 

executado de forma manual. Outra questão a ser considerada é a 

subjetividade do processo, pois o hidrógrafo deve analisar visualmente o 

ecograma de cada linha de sondagem e decidir, baseado em sua experiência, 

qual dado configura um possível spike. Assim, este trabalho objetiva 

demonstrar uma metodologia para a automatização do processo de detecção e 

eliminação de spikes, baseada em interpoladores splines, aplicada sobre 

dados de batimetria monofeixe.  
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1. Introduction 
 

 In several areas, the knowledge of the submerged relief is the major 

issue. Activities such as the establishment and maintenance of waterways (maritime and 

river), infrastructure works (construction and maintenance of bridges, ports, piers, etc.), 

leasing of cable networks and submerged pipelines, prospecting for mineral resources 

(oil, gas natural, etc.) and monitoring of silting of dams [Ferreira et al. 2016] are 

examples of activities that use this technology.  

Nautical charts and Digital Elevation Models (DEM’s) of aquatic surfaces called 

also as  Digital Depth Model (DDM) are constructed from depths obtained by 

bathymetric surveys [IHO, 2005; Ferreira et al. 2015]. 

The bathymetric survey can be highlighted as the main activity in hydrographic 

surveys. Bathymetric information, which consists of depth and position data, is essential 

to know and represent submerged topographic features. These depths can be obtained 

directly, using rulers, plumb lines and probes, or through indirect methods, using echo 

sounders [Ferreira et al. 2013]. In these measurements, it is common to use acoustic 

systems, such as single-beam echo sounders (SBES – Single Beam Echo Sounders) and 

multi-beam (MBES – Multibeam Echo Sounders) and also interferometric sounders 

[IHO 2005] among others. Coupled to the echo sounder, a GNSS (Global Navigation 

Satellite System) receiver is usually installed, for georeferencing the collected depths. 

According to [IHO (2005); Ferreira et al. (2013)] the RTK (Real Time Kinematic) 

technique is commonly used.  

It is known that the surface to be mapped must be properly divided into a mesh 

of almost equally spaced lines, called regular probing lines [Ferreira 2015]. According 

to [Martini (2007)], the way they will be defined must take into account the nature of 

the survey site.  

In the processing of a bathymetric survey, the detection of spurious depths is the 

most time-consuming and subjective of the steps, because it is a manual process and the 

surveys have a large amount of data [Ware et al.1992; Calder and Smith 2003]. 

Softwares such as Hypack (2020) allows the user to analyze digital or analog echograms 

generated from the survey’s bathymetric data, manually eliminating outliers. It is 

important to emphasize that it is necessary to attach these echograms generated during 

the survey to the Final Report SBES bathymetric surveys [NORMAM-25 (2017)]. 

Furthermore, studies are constantly being developed to enable the automatic detection 

of spikes, especially for multibeam surveys, such as SODA (Spatial Algorithm for 

Outliers Detection). [Ferreira et al. 2018]. 

The reason for the occurrence of these spikes is due, among others, to failures in 

the performance of the algorithms used for the detection of the bottom, the detection of 

multiple reflections, the presence of air bubbles near the transducer and reflections in 

the water column , typically caused by algae, fish, DSL-type layers (Deep Scattering 

Layer), thermal variations and suspended sediments [Miguens 2005; Jong et al. 2010]. 

These flaws or inconsistent observations are defined as outliers [Hawkins 1980]. More 

specifically, in hydrographic surveys, these outliers are commonly treated as 

spikes,however, the procedure for detecting these spurious depths must take into 
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account the vicinity of the discrepant point. If a given observation is very different from 

the observations immediately before and after it, then this observation has a great 

chance of being a spike [Ferreira 2018].  

Within this perspective, the importance of studies in the area of automation of 

spike detection in single-beam bathymetry data is notorious. The reduction of time used 

in the process tends to reduce the costs of the products generated and the elimination of 

the subjectivity of the manual process brings more reliability to the results obtained. In 

this context, this work seeks to present a methodology developed for automated spike 

detection in single-beam bathymetry data. The algorithm was implemented in open-

source software. 

2. Methods 

2.1. Study area 

 
 The data that served as the basis for this study were collected in 2020. The 

study area comprises the reservoir located in the city of Viçosa, Minas Gerais, Brazil 

(Figure 1). 

 

Figure 1. Geographic location of the study area 

The Echotrac CV3 MKIII [Teledyne 2018] dual-frequency single beam echo 

sounder and a pair of GNSS RTK (Real Time Kinematic) receivers, model Triumph1 

from JAVAD®, were used.  Were probed 55 lines, being 2 of check lines. 

Among several probed lines collected, those that showed spikes were processed 

manually, with due care by an analyst experienced in the Hypack software, where the 

visualization and editing of digital echograms was performed to remove inconsistent 

depths. Thus, aiming to meet the objectives of the work, an algorithm was developed to 

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 132-143
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automate this process. And these data were then used as a reference for evaluating the 

developed algorithm. 

2.2. Methodological proposition 

 

The flowchart in Figure 2 demonstrates the functioning of the methodology 

applied in the study. 

 

Figure 2. Methodology flowchart 

 

After the collection, the bathymetric data were analyzed to verify the occurrence 

of holidays, in addition to the reduction of depths to the local reference level, however, 

there was no considerable variation in the water level and not even any holidays present 

in the data. In that way,  a first algorithm developed in Python was used to generate the 

data input file, just to read the data that came from the survey and to edit this files, 

letting just with the depths, time, and ID for the algorithm developed in the Scilab 

software to detect the spikes in the bathymetric data automatically. 

Subsequently, two experiments were performed using this algorithm in two 

bathymetric lines, comparing the amount of spikes identified at different tolerances and 

the profile generated from one of the experiments with a profile generated using the 

Hypack (2020) software. Some experiments were also carried out using interpolation by 

cubic splines in bathymetric lines and with this, it is possible to analyze the behavior of 

these interpolations. 

2.3. Algorithm processing for automatic spike detection 

 

The flowchart demonstrates the operation of the tool developed in Scilab 

software for data processing [Scilab 2015] (Figure 3). 
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Figure 3. Flowchart of the algorithm developed for the detection and elimination 
of spikes 

The algorithm created starts from the reading of the file containing the 

identification number, the time of data collection in hours and the depth in meters. In 

this first part, the time from (hour:minutes:seconds) is converted to decimal hours and 

the length of the probed line, the greatest depth observed and the total time of the line 

are determined. Then, the interpolation interval and the number of interpolation points 

are defined, as well as the discretization for data evaluation, the abscissa and the 

ordinate of the interpolation points. 

From the data input, the algorithm automatically proceeds by performing two 

types of spline interpolation: one “not a knot” and the other “monotone”. The first is 

used as a standard by Scilab, whether the derivatives of the edges are unknown, the 

second is used to limit oscillations, as it has an asymptotic error behavior [Scilab 2015]. 

The program will generate a range for values that can be entered in the console and that 

will only depend on the values from the file read for the tolerance input, in millimeters 

for the spikes. It will be checked if the tolerance entered is within the allowed range, if 

not, it will be informed that a new value must be imposed and thus the detection and 

elimination of spikes starts through iterations, which will check in which places the 

difference vector of depth between the interpolations have already been corrected, 

attributing the value zero in these places so that a new correction does not occur in 

them. This elimination occurred from the biggest error to the smallest, until the 

tolerance is greater than the remaining spikes. 

Then, a vector identifying the error locations in the observation data is generated 

by replacing the spike point by an average value of its adjacent ones, Again, the interval 

and the number of interpolation points will be determined, together with the 

discretization for data evaluation, the abscissa and the ordinate of the interpolation 
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points. Promptly, “not a knot” and “monotone” interpolations will be performed, 

generating corrected vectors and all possible spikes are reduced from their location in 

the error vector. The corrected line is saved to a text file with the output file being 

determined by the operant. The number of detected spikes, the corrected bathymetric 

profile and two columns containing decimal hour and depth in meters will be displayed. 

Finally, two graphics will be generated, the first containing the raw profile and 

the corrected profile and the second containing the information from the first graphic 

together with the interpolations used during the process. 

Based on the results of these interpolations, the discrepancies of the interpolated 

curves are calculated, considering the position of the primitive data. In sequence, a 

message is printed on the Scilab console with the limits in millimeters of the calculated 

differences.  

In this way, a tolerance value is requested. After, the maximum value among the 

discrepancies is compared with the established tolerance value. If the tolerance exceeds 

this maximum value, the algorithm is terminated, as there are no spurious depths for this 

tolerance. Otherwise, the program will identify each of the spikes by an iterative search 

method and apply a correction, which consists of replacing the value by the average of 

the points immediately before and after the spike. Then, the identified spike position is 

replaced by the zero value, making the discrepancies vector when recalculated not to 

find the same error. 

Finally, a graph containing the corrected profile and the old bathymetric profile 

is generated, in order to compare the results, as well as a file with the corrected data.  

3. Results and discussion  
The algorithm was developed so that probe lines, in the input data format 

mentioned above, can be filtered according to the arbitrated tolerance. Thus, some lines 

were selected to demonstrate and analyze the errors.  

Figure 4 shows the results of splines "not a knot" (black) and "monotone" (pink) 

interpolations, compared with the raw profile (blue), in the first test line, this specific 

experiment was called "test 1" and was adopted a tolerance of 2 mm.  

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 132-143
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Figure 4. Raw bathymetric profile of test 1 and spline interpolations, generated by the 
algorithm. 

Still for test 1, using a tolerance of 2 mm, Figure 5 shows the results regarding 

the correction of the spikes, where the blue line represents the raw bathymetric profile 

and the green line the corrected profile. In this way, the graphic and visual comparison 

of the corrections of the bathymetric profile without correction with the corrected one 

by the created algorithm is carried out. 

 

Figure 5. Results from test 1 using a tolerance of 2 mm. 

   For test line 1, presented above, the following variation of spikes was obtained 

in relation to the different adopted tolerances presented in Table 1. 
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Table 1 – Variation in the number of spikes in test 1. 

Test 1 

Tolerance 

(mm) 

Spikes 

2 28 

5 5 

10 1 

20 1 

260 0 

 

It can be observed that as tolerance increases, the number of spikes decreases, 

this happens because larger values of discrepancies between the interpolated lines are 

accepted, and as a consequence, fewer observations are considered spikes. 

The same was observed for the bathymetric line of test 2. Table 2 presents the 

results obtained for the tested tolerances and figure 6 shows the corrected errors for a 

tolerance of 2 mm. 

Table 2 – Variation in the number of spikes in test 2. 

Test 2 

Tolerance 

(mm) 

Spikes 

2 14 

5 2 

10 1 

100 1 

369 0 
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Figure 6– Results from test 2 using a tolerance of 2 mm. 

In order to verify the operation of the program, manual processing of raw data 

related to test 1 was carried out, editing the echogram and removing the spikes, using 

the Hypack software. Figure 7 shows the raw and manually corrected bathymetric 

profile data  

 

         Figure 7 - “Raw” bathymetric profile (on the left) and bathymetric profile 

manually corrected (Hypack) (on the right). 

         Figure 8 shows a comparison of the profile obtained with the processing of test 1 

was performed, for a tolerance of 2 mm, with the profiles resulting from the manual 

processing in the Hypack software, visually demonstrating that the method achieved the 

purpose of correcting the spikes.  
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Figure 8 - Graph comparing results of semi-automatic processing (Scilab), manual 
processing (Hypack) and raw survey data.  

 

It is also noteworthy that the average discrepancy between the depths of the 

lines processed by Hypack and those processed by the algorithm was 0.17 meters, 

showing the applicability of the methodology. 

4. Conclusions  
The proposed method achieved its goals, detecting spikes based on an 

established tolerance and semi-automatically correcting these errors quickly and simply. 

The developed algorithm managed to automatically eliminate the spikes, but the 

detection still requires the interference of the analyst, who must define a tolerance 

value. Thus, the method can be considered a semi-automatic solution for the detection 

and correction of spikes. The subject of automatic detection and elimination of spikes is 

still little explored by researchers in the field of hydrography. 

It is also important to emphasize that the submerged floors of rivers, lakes and 

seas do not have a regular bottom. Thus, the bathymetric profiles for these environments 

present natural oscillations. Therefore, the use of this methodology requires prior 

knowledge and common sense from the user in the step of defining the tolerance used, 

as very small values can detect terrain features such as spikes. It is suggested that the 

algorithm be applied with caution, aiming not to overly smooth the submerged bottom. 

As a suggestion, the methodology used can be adapted for the multibeam system 

and for interferometric sonars. Application tests should be performed on larger datasets 

and with a high volume of spikes in order to identify potential limitations of the 

methodology. Furthermore, future experiments in deeper and more turbid waters should 

also be carried out. 
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It is also suggested the use of another softwares in later works, so that it is not 

necessary to use a tolerance, completely automating the process. 
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143



Study on changing trends in climatic extremes in the Brazilian
territory

Filipe Junio S. Coelho1, Marconi A. Pereira1,
Clodoveu A. Davis Jr.2, Natã G. Silva1, Telles T. Da Silva3

1Departamento de Tecnologias - DTECH
Universidade Federal de São João del-Rei (UFSJ)

Campus Alto Paraopeba, MG 443, KM 7, Ouro Branco/MG, Brazil.

2Departmento de Ciência da Computação – Universidade Federal de Minas Gerais
Belo Horizonte/MG, Brazil.

3Departamento de Física e Matemática - DEFIM
Universidade Federal de São João del-Rei (UFSJ)

Campus Alto Paraopeba, MG 443, KM 7, Ouro Branco/MG, Brazil.

filipesantos.lf@gmail.com, marconi@ufsj.edu.br, clodoveu@dcc.ufmg.br

ngoularts@ufsj.edu.br, timoteo@ufsj.edu.br

Abstract. It is noticeable that the climate trends are changing over time. The
effects of this phenomenon are felt and commented on by the entire population,
mainly when there is an increase in climatic extremes, for example, in the maxi-
mum or minimum temperature of a given year. Thus, this work presents a study
on trends in extreme climate indices in 11 different regions of Brazil. These in-
dicators measure, for example, the percentage of hot days and hot nights, the
maximum, minimum and average temperatures, in addition to the total annual
precipitation and consecutive very wet / rainy days. Data from each Brazilian
climatic regions, from 1961 to 2019, were used. Statistical tests were used to
indicate not only the existence of trends (increasing or decreasing), but also the
confidence interval of these trends, as well as the value of the increase. The
results indicate a trend of significant increases in the percentage of hot days
and hot nights, increase in maximum, minimum and average temperatures in
the different regions studied. Some seasons of the year showed changes in pre-
cipitation events, increasing the concentration of rain in short periods, besides
an increase in the number of consecutive days without precipitation.

Keywords: Climate change, climatic extremes, trend analysis, timeseries.

1. Introduction
One of the themes that occupies the scientific and academic circles in recent years is the
study of climate change in the world. As the climate continues to change, the risks asso-
ciated with climate extremes take on an ever greater importance. By definition, climate
extremes are rare events, but are becoming more likely as changes continue to affect the
global climate [Easterling et al. 2016]. Some of the strongest signs of climate change
related to extremes on record are reductions in the number of cold days and nights and
increases in the number of warm days and nights, as well as an increase in the number of

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 144-155
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heavy precipitation events. The climatological study of the past is extremely important,
allowing us to understand the present, in addition to contributing to better research on the
behavior of the climate in the future.

Knowledge of the distribution and volume of precipitation throughout the year is a
determining factor for an efficient management of domestic and industrial water supply, in
addition to the generation of electricity in countries that depend directly on hydroelectric
power. Likewise, the extremes and average values of temperature directly influence the
quality of life of the population and also the economic activities, such as agricultural
planning. While certain activities are better developed in regions with lower temperatures,
others need higher temperatures.

The analysis of climate observations recorded at regular periods over time be-
comes essential when the objective is to predict or identify cycles and trends. In fact, the
time series may contain information about past observations that allow researchers to fore-
cast future behaviour. The objective of analyzing a time series is to identify non-random
patterns in the variables of interest. These analyses, when applied to climate series, can
help identify relevant trends, especially in indicators of extreme climatics, such as the
number of days with maximum or minimum temperatures, consecutive number of dry
days, or rainfall concentration in shorter periods.

There are different methodologies and techniques used to identify trends in cli-
mate, mainly related to precipitation and temperature. There are different statistical meth-
ods in the literature that can be used to identify positive or negative trends in time series.
In the context of climate series, the Mann-Kendall tests [Mann 1945, Kendall 1975] and
Sen’s slope [Sen 1968] are frequently used.

To create a set of indices that can be used to allow comparisons between regions
and identify possible climate change, the World Meteorological Organization (WMO)
created a working group called Expert Team on Climate Change Detection, Monitor-
ing and Indices (ETCCDMI), which defines 27 climate indicators as considered central,
based on daily measurements, 16 referring to temperature and 11 referring to precipita-
tion. Since the extremes used as indicators of climate change have a much broader context
than traditional indicators, this indicator model was chosen because of its wide use in ex-
treme weather studies that identified past, current and future climate trends, as noted by
[Nóbrega et al. 2015] and [Natividade et al. 2017].

This work presents a methodology for verifying the existence of significant trends
in climate extremes, mainly focusing on extreme trends related to temperatures and rain-
fall. Objectively, indicators that measure the number of hottest and coldest days of the
year, maximum and minimum temperature of the year were used, in addition to the aver-
age temperature. In the context of rainfall, the indicators measure the number of consec-
utive days with and without rain, maximum daily volume of rainfall and annual amount
of precipitation. The occurrence of significant changes in these indicators has a consider-
able impact on the population’s life. The increase in the number of days of drought, for
example, has important consequences for water consumption, in addition to impacting
the generation of electricity by hydroelectric plants. The increase in the maximum annual
temperatures or in the number of hot days in a year influences energy consumption habits
and generates relevant impacts on agriculture.
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In this paper, we calculate and analyze these indicators for 11 Brazilian cities, each
with a different climate configuration, to identify whether trends are changing throughout
the Brazilian territory. Results are analyzed using confidence intervals compatible with
other works in the literature.

The remainder of this text is organized as follows. Section 2 presents a litera-
ture review. Section 3 describes data acquisition and preprocessing analysis. Section
4 describes trend analysis methods. Section 5 presents the experiments and the results
obtained. Section 6 presents our conclusions.

2. Related Works

The literature includes various approaches for climate change detection, applied to spe-
cific regions. This article aims to gather the best practices from previous work that involve
time series analyses, and applies such techniques to identify change trends in extreme in-
dices, for a variety of regions in Brazil.

Statistical analysis of time series data is used by many works. A study seeking cor-
relations with the dynamics of use and evolution of occupation in the upper Uberaba/MG
basin in the last three decades [Santos and Nishiyama 2016] identifies significant trends
of decreasing annual rainfall totals, as well the rainfall in the dry period, using different
statistical tests. Changes in the hydrological and climatic behavior in the Parnaíba river
basin, in Northeastern Brazil, are also identified by [Penereiro and Orlando 2013]. Con-
sidering the complexity of linking changes to the natural and anthropogenic effects of
climate, the analysis presents alerts to the care that should be taken when observing the
possible causes of changes in time series. On the other hand, the experiments confirm the
existence of trends of change in the maximum, minimum and average temperature series,
in addition to the annual precipitation.

Using data from the city of Viçosa (MG), [Avila-Diaz et al. 2020] present a review
of trend analysis methods in extreme climate indices. From the study, the authors demon-
strate the existence of increasing trends at a significance level of 5% in the extremes of an-
nual temperature, as well as an increase in the frequency of torrential rains during the sum-
mer and a reduction during the winter. Along the same lines, [Alencar et al. 2014] per-
form an analysis in the database of different climate indicators in the city of Catalão/GO,
using non-parametric tests such as Mann-Kendall and Sen’s Slope. The methods iden-
tify an evolution of the maximum and minimum temperature, with statistically significant
trends of increase for both extreme temperature indices, and also a decrease of relative
humidity, in addition to significant increases observed in the reference evapotranspiration
for different months along the year and for the annual series.

Next section presents the methodology used in this work for data acquisition and
analysis, expanding on the works mentioned, and covering data from several climatic
regions throughout Brazil, so that comparative analyses can be conducted.

3. Data acquisition and analysis

The National Institute of Meteorology (INMET) has more than 400 meteorological sta-
tions, conventional and automatic, spread throughout the Brazilian territory. In this study,
were used daily data from 11 different meteorological stations as shown in Figure 1 with
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their geographic locations. These cities were chosen because they represent different cli-
matic regions of the Brazilian territory, most were chosen cities with a more extensive
database and with the smallest possible amount of missing data.

City/State Climate region
(1) Araxá/MG Semi-wet mild mesothermic
(2) Barbalha/CE Semi-arid hot 6-8 dry months
(3) Belém/PA Hot wet
(4) Belo Hori-
zonte/MG

Sub-hot semi-moist with 4 to 5
dry months

(5) Cabrobó/PE Semi-arid hot 9-11 dry months
(6) Caparaó/MG Mild mesothermic wet
(7) Cuiabá/MT Hot semi-moist
(8) Curitiba/PR Mild mesothermic superwet
(9) Manaus/AM Hot superwet
(10) São Simão/SP Sub-hot wet
(11) São Paulo/SP Sub-hot superwet

Figure 1. Stations used and location

The eleven climatic regions chosen for this study can be identified in (Figure 2).

Figure 2. Brazil weather chart. Adapted from [IBGE 2002]

To perform the calculation of indicators of climatic extremes, the study uses pa-
rameters from the Meteorological Database of INMET (BDMEP)1. The parameters are
date, daily minimum temperature, daily maximum temperature and total daily precipita-
tion.

1https://bdmep.inmet.gov.br/
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Table 1 contains the definition of the extreme temperature indicators used in this
work.

TXx Hottest day Highest daily maximum temperature value ◦C
TX10P Cold days Percentage of days with minimum daily temperature <10th per-

centile of the period
% of days

TX90P Hot days Percentage of days with maximum daily temperature >90th per-
centile of the period

% of days

TNn Coldest night Lowest daily minimum temperature value ◦C
TN10P Cold nights Percentage of days with minimum daily temperature <10th per-

centile of the period
% of days

TN90P Hot nights Percentage of days with minimum daily temperature >90th per-
centile of the period

% of days

Table 1. Extreme temperature indicators recommended by ETCCDMI

Table 2 contains the definition of extreme rainfall indicators used in this work.
Both set of extreme indices were obtained from ETCCDMI site2.

PRCPTOT Total precipitation per pe-
riod

Total annual precipitation on wet days with daily precipitation
rate >1mm

mm

R95P Very rainy days Total annual precipitation when the daily precipitation rate
>95th percentile of precipitation for the selected period

mm

RX1DAY Maximum precipitation in 1
day

Highest volume of rain recorded in 1 day mm

RX5DAY Maximum precipitation in 5
days

Highest volume of rain recorded in 5 consecutive days mm

CDD Consecutive dry days Maximum number of consecutive dry days with daily precipi-
tation rate >1mm

days

CWD Consecutive wet days Maximum number of consecutive wet days with daily precipi-
tation rate <1mm

days

Table 2. Extreme rainfall indicators recommended by ETCCDMI

In addition to the aforementioned indices, the mean annual temperature (Tmean)
was calculated for all cities.

The time series of daily data obtained from BDMEP were transformed into sub-
series for each respective index of interest, for example, for TXx (Table 1), a new time
series was generated containing the maximum temperature recorded for each year in the
main time series. In a similar way, done for RX5day (Table 2), a new series is gener-
ated containing the largest amount of precipitation recorded in 5 days of each year of the
main time series. All indices were calculated using the computational package RClimdex
[Zhang and Yang 2004].

4. Methods of trend analysis
The main objective of trend analysis is to identify the existence of significant trends of
increasing or decreasing in a data series. Tests for detecting these trends can be classified
as parametric and non-parametric methods. The parametric tests require the data to be
independent and normally distributed, while non-parametric tests only require the data to
be independent [Mirabbasi et al. 2020]. For this study, the non-parametric Mann-Kendall
and Sen’s Slope tests were used.

2http://etccdi.pacificclimate.org/list_27_indices.shtml
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4.1. Mann-Kendall Test

The Mann-Kendall test [Mann 1945, Kendall 1975] is a robust, sequential, non-
parametric method used to determine whether a given data series has a statistically signif-
icant tendency to change its pattern of data behavior over time. As it is a non-parametric
method, it does not require normal data distribution [Yue et al. 2002]. Another advantage
of this method is that it is little influenced by abrupt changes or non-homogeneous series
[Zhang et al. 2009, Neeti and Eastman 2011].

The method is based on the rejection or not of the null hypothesis (H0), that there
is no trend in the data series, adopting a significance level (α). The level of significance
can be interpreted as the probability of making the error of rejecting H0 when it is true.
The statistical variable S, for a series of n data from the Mann-Kendall test, is calculated
from the sum of the signs (sgn) of the difference between pairs of all values in the series
(xi) in relation to their future values (xj), expressed in Equations 1 and 2.

S =
n−1∑

i=1

n∑

j=i+1

sgn(xj − xi) (1)

sgn(xj − xi) =





+1 if xj > xi
0 if xj = xi
−1 if xj < xi

(2)

When n = 10, the variable S can be compared with a normal distribution, in which
its variance, V ar(S), can be obtained from Eq. 3, in which ti represents the number of
repetitions of an extension i. For example, a historical series with three values equal to
each other would have 1 repetition of extension equal to 3, or ti = 1 and i = 3.

V ar(S) =
n(n− 1)(2n+ 5)−

n∑
i=1

ti(i)(i− 1)(2i+ 5)

18
(3)

The index ZMK , generated by Mann-Kendall test, follows the normal distribution,
in which its mean is equal to zero. Positive values indicate an increasing trend and neg-
ative ones, a decreasing trend. According to the sign of S, the index ZMK of the normal
distribution is calculated from Eq. 4:

ZMK =





S−1√
V ar(S)

for S > 0,

0 for S = 0,
S+1√
V ar(S)

for S < 0.
(4)

As it is a two-tailed test, the absolute value ofZMK to reject theH0 must be greater
than Zα/2. For example, for α = 0.05, Z0.05/2 = Z0.025 = 1.96, with the value obtained
from the table of standard normal distribution. Therefore, the series will be considered to
have a significant trend at the 0.05 level if |ZMK | > 1.96, 0.10 level if |ZMK | > 1.65 and
0.15 level if |ZMK | > 1.44.
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149



In this article, the Mann-Kendall test was used to identify trends of increasing or
decreasing values in extreme weather indices. It was also applied to the Tmean indicator
to verify the existence of a trend of change in the average annual temperature.

4.2. Sen’s slope estimator
Despite the efficiency of the Mann-Kendall test, it does not provide the magnitude of the
trends detected and can be complemented by the slope estimator proposed by [Sen 1968].
This method is insensitive to outliers and missing data, being more rigorous than linear
regression curvature, providing a more realistic measure of trends in time series. As
described by [Portela et al. 2011], it is necessary first to estimate the Q statistic, given by:

Qij =
Xj −Xi

j − i for i < j (5)

where Xi and Xj represent the values of the variable under study in the years i and j.
Positive or negative value for Q indicates increasing or decreasing trend, respectively. If
there are n values in the analyzed series, then the number of estimated pairs of Q is given
by N = n(n− 1)/2. Sen’s slope estimator is the median of the N values of Qij .

Using the BDMEP dataset, the extreme indices described in Table 1 and Table 2
were calculated at an annual interval for each of the cities selected to represent the differ-
ent climate regions defined by IBGE. With the database complete and aiming at detecting
significant trends with the proper quantification, the non-parametric Mann Kendall test,
complemented by the Sen’s slope estimator that identifies the amplitude of the trends, was
applied to the time series of the 13 chosen indices.

5. Results And Discussion
The results obtained through the Mann-Kendall Test and Sen’s slope estimator, for
the trends of the temperature indicators and their respective amplitudes, are shown
in Table 3 and can be replicated from the instructions provided in our repository
https://gitlab.com/filipesantos.lf/study-on-changing-trends.git. Performing an analy-
sis of the results, considering a margin between 0.15 and 0.05 of significance for the
results obtained, all cities analyzed show significant trends of increasing in average
(Tmean), maximum (TXx) and minimum (TNn) temperature. All cities, without excep-
tion, show positive trends for Tmean, which represent an increase in the average annual
temperature recorded, reaching up to 0.39ºC/decade.

At a confidence level of 0.05, 8 out of 11 cities show an upward trend for the
TXx as observed in Table 3. The 3 remaining participants, all from subclimates with wet
characteristics, show trends at the level of 0.10, very close to 0.05. We identify increases
of up to 0.54ºC/decade in the maximum temperature for the city of Araxá.

Almost all cities show significant trends at the 0.05 level of increase for TNn,
which represents the minimum temperature, reaching maxima of up to 1.15°C/decade
for the city of Manaus. The city of São Simão is the only one in which the tendency is
identified at a 0.15 level of significance.

Both indices, TX90P and TN90P, mostly show positive trends. These trends rep-
resent the increase in the percentage of hot days and hot nights per decade by up to 5%
and 4.87% for TX90P and TN90P respectively.
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Araxá Belém Belo Horizonte Cabrobó Caparaó Cuiabá Curitiba Manaus São Simão São Paulo Barbalha
TXx ZMK 3.00* 1.90** 4.46* 2.53* 1.82** 4.19* 3.00* 4.08* 1.91** 4.22* 5.15*
TXx c 0.54 0.17 0.44 0.34 0.40 0.34 0.27 0.16 0.28 0.40 0.43
TX10P ZMK -3.73* -3.37* -1.88** -2.66* -1.13 -3.84* -3.78* -6.88* -2.27* -5.60* -4.78*
TX10P d -1.65 -1.92 -0.46 -3.00 -0.65 -0.87 -0.89 -0.97 -0.83 -1.51 -3.01
TX90P ZMK 4.92* 4.67* 3.37* 3.29* 2.04* 3.80* 3.20* 5.14* 4.08* 5.28* 5.53*
TX90P d 4.18 3.15 1.33 5.09 1.60 2.31 1.41 1.82 2.33 2.45 4.44
TNn ZMK 2.43* 4.28* 4.05* 2.49* 3.17* 2.58* 2.76* 4.31* 1.52*** 4.17* 3.30*
TNn c 0.82 0.31 0.48 0.43 0.75 0.50 0.47 1.15 0.38 0.70 0.42
TN10P ZMK -5.64* -5.68* -5.71* -3.29* -3.93* -3.47* -5.84* -2.81* -3.92* -5.68* -1.86**
TN10P d -2.17 -2.32 -2.55 -4.73 -3.38 -1.30 -2.05 -0.68 -1.44 -2.29 -1.73
TN90P ZMK 4.10* 6.12* 6.51* 3.38* 2.98* 4.29* 5.71* 4.72* 3.54* 6.90* 0.59
TN90P d 2.96 3.44 3.73 4.87 3.77 2.22 2.57 1.27 1.82 2.59 0.22
Tmean ZMK 6.62* 7.31* 6.17* 5.24* 2.80* 5.09* 6.15* 5.62* 3.72* 6.94* 5.19*
Tmean c 0.39 0.27 0.28 0.28 0.22 0.21 0.33 0.25 0.20 0.37 0.36

| * results with 0.05 significance level | ** results with 0.10 significance level | *** results with 0.15 significance level
| d represents the unit (%days/decade) | c represents the unit (ºC/decade)

Table 3. Results for tests applied to annual temperature indicators. The lines
below of the “ZMK” lines represent the amplitude of the trends.

Similarly, we have negative trends for TX10P and TN10P, which represents the
decrease in the percentage of cold days and cold nights per decade, with an estimate of
up to -3.00% and -4.73% for TX10P and TN10P respectively.

The results for the TXx and TX90p indices agree with the results obtained by
[Silva et al. 2019], which record increasing trends for these indices in the Northeast and
in the Brazilian Amazon regions between 1980 and 2013. Moreover, the significant trends
of increase in hot days and hot nights (TX90p and TN90p) and a reduction in cold days
and cold nights (TX10p and TN10p) in the state of Minas Gerais are in agreement with
[Natividade et al. 2017].

Table 4 presents the trends and their respective amplitudes for the rainfall indica-
tors. In the analysis of rainfall, unlike the results obtained for temperature indicators, we
have identified few trends.

Araxá Belém Belo Horizonte Cabrobó Caparaó Cuiabá Curitiba Manaus São Simão São Paulo Barbalha
CDD ZMK 1.16 0.83 1.45*** -1.10 1.00 -0.98 -0.55 -0.79 -0.24 0.46 2.69*
CDD dd 2.50 0.00 2.20 -3.33 1.96 -2.22 -0.30 -0.18 -0.38 0.25 8.86
CWD ZMK -1.20 0.62 -1.81** -0.63 -0.11 -0.64 -1.17 -0.94 -1.02 1.02 -2.04*
CWD dd -0.68 0.29 -0.38 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.63
RX1DAY ZMK 0.87 1.13 -0.10 -1.23 1.75** 0.06 2.48* 3.03* 1.82** 3.30* 0.01
RX1DAY mm 2.82 2.56 -0.21 -3.97 3.73 0.13 3.50 3.00 2.48 4.58 0.05
RX5DAY ZMK 0.03 2.93* 1.17 -0.36 1.69** 1.91** 0.70 3.33* -1.22 1.36 -0.43
RX5DAY mm 0.47 10.97 5.70 -2.42 10.78 6.00 2.00 4.03 -4.18 4.19 -2.00
R95P ZMK 0.22 4.48* -0.30 -2.12* 1.37 2.03 1.88** 2.49* 0.00 2.84* 1.02
R95P mm 7.24 98.27 -5.00 -32.85 21.67 27.77 21.85 19.80 -1.03 33.53 26.25
PRCPTOT ZMK -0.82 5.43* 0.55 -2.89* -0.02 3.83* 1.79** 2.39* -0.44 3.10* -0.45
PRCPTOT mm -51.42 204.84 16.76 -88.02 -2.72 80.50 39.59 35.44 -12.62 64.70 -22.40

| * results with 0.05 significance level | ** results with 0.10 significance level | *** results with 0.15 significance level
| d represents the unit (%days/decade) | c represents the unit (ºC/decade)

Table 4. Results for tests applied to annual rainfall indicators. The lines below of
the “ZMK” lines represent the amplitude of the trends.

Of greater importance, there is an increase in very rainy days (R95P) and in total
annual precipitation (PRCPTOT) for the Hot climate and its subclimates, except for the
semi-arid hot from 6 to 8 dry months region, in addition to the city of São Paulo/SP, which
represents the Sub-hot superwet, with peaks of up to 98.27 mm and 204.84 mm of rain
per decade for rainy days and total annual precipitation in the city of Belém/PA as show
in Table 4.

The RX5DAY index shows a positive trend for the cities of Belém/PA and Man-
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aus/AM, with an estimated increase of 10.97 mm/decade and 4.03 mm/decade, respec-
tively, for the maximum volume of rain recorded in 5 consecutive days.

At the RX1DAY, we have a positive trend for Curitiba/PR, Manaus/AM and São
Paulo/SP at 3.50 mm/decade, 3.00 mm/decade and 4.58 mm/decade, respectively. The
results observed for the city of Manaus from 1960 to 2019 are consistent with those ob-
tained by [Santos et al. 2012] that record increasing trends for the period 1971 to 2007
of the total annual precipitation volume (PRCPTOT), of maximum precipitation accu-
mulated over five consecutive days (Rx5day) and wet/rainy days (R95p) indicating that
Manaus could suffer from increased extreme rainfall.

The city of Barbalha is the only one to present consistent results on CDD and
CWD, with an increase of 8.86 days/decade and a decrease of 0.63 days/decade respec-
tively. The increase in consecutive dry days and the decrease in wet days may represent a
possible bad distribution of rain for the region.

The city of Belo Horizonte shows a trend towards the decrease of consecutive days
of rain (CWD) and increase of consecutive dry days (CDD) at significance levels of 0.15
and 0.10, respectively, which would raise the question of whether the bad distribution of
rainfall observed in the city is a trend for the coming years. It should be noted that with
fewer consecutive rainy days, more consecutive dry days and maintenance of the common
rainfall volume, the volume tends to be higher for a smaller number of days. In fact, in
January 2020 the 123-year-old city has recorded an all-time high precipitation for a single
month: 935.2mm (the annual average is 1,602.6mm).

In order to compare the popular perception and the results obtained by the trend
tests, graphs in the format of “warming stripes”3 were generated for the average temper-
atures of all cities analyzed during the studied period.

Figure 3 shows warming stripes for cities with hot climates that present an average
temperature above 18°C every month of the year. We observe that the average temperature
has been increasing in recent decades, reaching annual values of up to 29°C.

Figure 4 shows the average temperature of the sub-hot region, which, according
to IBGE, presents an average temperature between 15ºC and 18ºC in at least 1 month. It
can be seen that the cities of Belo Horizonte and São Paulo, capitals of their respective
states and large urban centers, present fluctuations in temperature increases above 21ºC
from the 1980s onwards.

Figure 5 shows average temperature graphs of the mild mesothermal region which,
according to the IBGE, presents an average temperature between 10°C and 15°C, where
we observe similar results to the other aforementioned regions with temperature increases
greater than 17°C in the last decades.

6. Conclusions
This study analyzed the progression of maximum, minimum and average temperatures
along the respective data intervals for 11 Brazilian cities, ranging between 1961 and 2019,
identifying increases in the extremes and in the annual average temperature. It becomes
clear from the results that the annual average, maximum and minimum temperature, as

3https://showyourstripes.info/
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Figure 3. Warming stripes hot region

Figure 4. Warming stripes sub-hot region

Figure 5. Warming stripes mild mesothermal region
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well as hot days and nights, have been increasing over the years and the trend is for them
to continue to increase. The database and, consequently, the indices were more consistent
for the most populated cities; this was displayed more transparently by the "warming
stripes".

As expected, analyzing rainfall indicators is harder than analyzing temperatures.
However, interesting results were obtained for the hot region, indicating an increase in
annual rainfall and an increase in rainy days for the region, as well as for the city of São
Paulo.

The importance of the results obtained goes beyond becoming aware of social
impacts in terms, e.g., of the population experiencing warmer days or more intense rainfall
throughout the year. In fact it is very likely that the local economy of the different regions
analyzed, for example, the agricultural activity, will be affected by the new climate pattern
which the results display.

In order to obtain deeper and longer-range analyzes for the climate indicators that
better describe their behaviors, the existence of databases that go beyond the period an-
alyzed in this study (1961 to 2019) would be necessary. However, the lack of equally
extensive databases and the existence of many data gaps affect the choice of cities for
analysis and becomes an impediment in the comparison of more comprehensive long-
term analyses for some regions.
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Abstract. Remote Sensing technologies and Machine Learning methods rise as
a potential combination to assemble new environmental monitoring applica-
tions. In this context, the presented work proposes a new method that exploits
anomaly detection models applied to Remote Sensing imagery to identify the
spatio-temporal changes over the Earth’s surface. The potential of the intro-
duced approach is shown in a study case concerning the analysis of the land-
scape changes using One-Class SVM and Isolation Forest methods in Landsat
and Sentinel images for Brumadinho and Mariana regions, Brazil, after its re-
cent dam collapses.

1. Introduction
The environment is constantly subjected to spatial changes by human actions and
interactions. Its preservation is essential to the maintenance of life on Earth
[Hawken et al. 2013]. In this sense, one of the biggest global challenges is breaking issues
like greenhouse gases emission, deforestation, and other disasters impulsed by unstop-
pable consumption of natural resources [Steffen et al. 2015]. The “United Nations 2030
Agenda” provides a multidimensional and holistic vision of this subject, where sustain-
able development goals rule how to combine human well-being with economic prosperity
and environmental protection to guide public policies to mitigate impacts on the environ-
ment [Pradhan et al. 2017].

A significant parcel of Brazilian’s economy is strongly dependent on mining ac-
tivity. Usually, the extracted minerals demand processes before its commercialization,
generating then large amounts of solid waste [Garcia et al. 2017]. As a consequence of
the need to deposit these tailings, the mining dams emerge. Among distinct alternatives
to building such dams, the upstream raising model has a low financial cost yet a high risk
in terms of structural safety.

Unfortunately, Brazil lies at the center of debates regarding mining waste disposal.
The reason comes from the recent technological disasters caused by the failures on min-
ing dams in Mariana [do Carmo et al. 2017] and Brumadinho [Rotta et al. 2020], which
resulted in the death of hundreds of people in addition to significant environmental im-
pacts. Face to these events, the development of strategies and tools to analyze and monitor
mining dams has demanded attention.

In this scenario, Remote Sensing technology rises as a convenient tool for observ-
ing and analyzing the Earth’s surface. Beyond allowing register the information in differ-
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ent spectral wavelengths, the remote sensors also allow wide spatial and temporal analysis
[Jensen 2009]. Additionally to Remote Sensing data, the Machine Learning techniques
encompass the construction of algorithms able to identify and extract information from
large bases of data, which includes diverse studies and applications with Remote Sensing
data [Lary et al. 2016]. Anomaly Detection comprises a kind of unsupervised Machine
Learning technique that may be applied in Remote Sensing data to automatically identify
the temporal changes and dynamics over the Earth’s surface [Guo et al. 2016].

In the light of the presented discussions, this study addresses the use of Anomaly
Detection and Remote Sensing data to identify regions with high spectral-temporal dy-
namics. Furthermore, this research proposes and implements a prototype of an “anomaly
monitoring and warning system” fed by images acquired by the Sentinel and Landsat
programs/satellites. Functionalities of the Google Earth Engine platform support such
implementation. A study case focuses on analyzing the regions affected after the dams
collapse in Mariana and Brumadinho.

2. Theory background
2.1. Preliminary notations
Let I be the matrix representation of an image obtained by Remote Sensing. Each posi-
tion of I is expressed in terms of s, defined over a regular grid S ⊂ N2. By convention,
s is called a pixel and corresponds to a specific geographic position. The measurement
performed by the remote sensor is expressed by the vector x ∈ X , with X being the data
attribute space. Thus, I(s) = x determines that the behavior of I with respect to position
s is expressed by the components of a d-dimensional vector x = [x1, x2, . . . , xd].

Among different applications that make use of Remote Sensing images, the need
to distinguish the different targets on the Earth’s surface it is a common procedure. For
this purpose, classification techniques are adopted. The classification process consists of
applying a function F : X → Y on the vector of attributes x of each s ∈ S in order
to associate a class indicator y ∈ Y = {1, . . . , c}. The different image classification
techniques proposed in the literature comprise different ways of modeling F .

2.2. Anomaly Detection
Among the different techniques that permeate Machine Learning, Anomaly Detection
identifies events/elements with significantly distinct behavior compared to other observa-
tions. Usually, such techniques have been used in the identification of bank fraud, check-
ing for intruders in security systems, and in supporting medical analysis [Gu et al. 2019].
In addition to these applications, anomaly detection techniques are highlighted as a po-
tential tool for the environmental monitoring [Dereszynski and Dietterich 2011].

The Breaks For Additive Season and Trend (BFAST) [Lambert et al. 2013], Local
Outlier Factor (LOF) [Ma et al. 2013], Elliptic Envelope [Hoyle et al. 2015] and One-
Class Support Vector Machine (OC-SVM) [Chen et al. 2001] and Isolation Forest (IF)
[Liu et al. 2008] are example of Anomaly Detection methods found in the literature. In
special, the two latter mentioned methods have been successfully employed in remote
sensing studies [Rembold et al. 2013, Holloway and Mengersen 2018].

As a variant of the well-known and attractive Support Vector Machine (SVM)
method, the OC-SVM [Chen et al. 2001] deals with quantile estimation and anomaly de-
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tection problems. Conceptually, starting from a set of observations Z , the OC-SVM
method provides a model capable of classifying the objects as part of a set of non-
anomalous elements according to a probability ν of false-positive occurrence.

Formally, we may express the function F : X → {+1,−1}, where the output +1
implies that the data input is in Z , and −1 otherwise. The decision function F is given
by:

F (x) = sgn

(
n∑

i=1

αiK(x,xi)− b
)

(1)

where b =
∑n

j=1 αjK(xi,xj) to some xi ∈ Z , and K(·, ·) stands for a kernel function.
The coefficients αi, i = 1, . . . , n, are obtained by solving the following optimization
problem:

min
α1,...,αn

∑n
i,j=1 αiαjK(xi,xj)

s.t.

{
αi ∈ [0, 1

νn
]∑n

i=1 αi = 1

(2)

It is worth noting that the OC-SVM is parameterized by ν ∈ [0, 1] and other
parameters related to the adopted kernel function. Further details on kernel functions are
discussed in [Shawe-Taylor et al. 2004].

The Isolation Forest (IF) [Liu et al. 2008] comprises a low-computational cost
method able to overcome the difficulties when dealing with large databases. This method
has been used in Remote Sensing studies [Li et al. 2019] and other analyses involving
digital image processing [Alonso-Sarria et al. 2019].

In summary, the IF embodies an ensemble of decision trees, in this case, called
“isolated tree” (IT). According to the conceptual idea behind this method, when the
data/objects are submitted to classification in a decision tree scheme, the anomalies tend
to present a short path to the root node. The expected length of this path is strictly
dependent on the number of decision trees in the ensemble and the size of the dataset
[Lesouple et al. 2021].

The definition of an IT starts from a sample set {x1, . . . ,xm}, where xi =
[xi1, . . . , xid]

T ∈ Rd with components express a specific attribute in m observations.
This dataset may also be represented as a matrix X whose columns are the vectors xi, for
i = 1, . . . ,m. The nodes of a IT may be either internal or external. While the earlier have
two descendants, the external node has no descendent and are called “leaf”. With basis
on this structure, the IT sequentially randomly select a value p in the q-th attribute to split
X into two descendants. After recursively perform this process, the IT is defined. As stop
criterion for the IT expansion, is assumed: (i) the IT reaches its length limit; (ii) |X| =1;
or (iii) all the columns of X are equal.

Regarding the IT structure, the Anomaly Detection process is performed by scores
assigned to each xi according to the root-to-leaf path length that such vector pass-through
the IT, represented by h(xi). The average estimate of h(xi) for the external nodes is the
same as an unsuccessful search in a Binary Search Tree, expressed as:

c(m) = 2H(m− 1)− 2(m− 1)

m
(3)
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where H(i) = ln(i) + 0.5772156649 is a harmonic number [Havil 2003] and c(m) is the
average estimate of h(·) considering the m observations. In turn, the anomaly score is:

s(xi,m) = 2
−
(

E(h(xi))

c(m)

)
(4)

where E(h(xi)) = 1
q

∑q
i=1 h(xi) is the mean of h(xi) from a collection of ITs.

Therefore, it can be inferred that if E(h(xi)) tends to zero, the score tends to 1,
representing then an anomaly. On the other hand, when h(xi) tends to m − 1, s tends to
0, showing very likely regular data. Furthermore, when E(h(xi)) tends to c(m), s(xi,m)
tends to 0.5 and then there is no anomaly distinction.

2.3. Spectral Indices

A spectral index comprises a combination of two or more spectral bands to provide a
particular representation of the Earth’s surface. Among a plethora of spectral indices
proposed in the literature, the vegetation indices take into account the spectral response
of chlorophyll targets concerning electromagnetic radiation from the Sun [Moreira 2000].

One of the most used vegetation indices for canopy characterization is the Nor-
malized Difference Vegetation Index (NDVI) [Rouse et al. 1974], which uses the red and
infrared bands as input data. This index has various application purposes, for example,
monitoring and mapping crops, droughts, pest damage, agricultural productivity, hydro-
logical modeling, and others [Xue and Su 2017].

The Normalized Difference Water Index (NDWI) [Gao 1996] comprises a spectral
index based on the region of electromagnetic spectrum sensitive to water presence. Its use
allows detecting particulate matter and suspended sediments in water columns.

Let consider I(s) = x where the components xGreen, xRed and xNIR stands for
the radiometric response at the green, red and near-infrared wavelengths. The NDVI

and NDWI values at the position s is computed by
xNIR − xRed
xNIR + xRed

and
xGreen − xNIR
xGreen + xNIR

,

respectively.

3. Proposal of multitemporal anomaly detection

3.1. Conceptual formalization

Figure 1 depicts a general overview of the proposed method for multitemporal anomaly
detection.

Accordingly to this structure, as an initial step, it is defined the period of analy-
sis, the region of interest, a cloud cover threshold, and a remote sensor as a data source.
The anomaly detection method is also defined in the initial step. Such configuration (ex-
cept the anomaly detection model) is submitted as a request to the Google Earth Engine
(GEE), which consequently returns a collection of images that gives place to a multi-
temporal image series. A median image and cloud/shadow cover masks are determined
from such image series as support data for posterior use. In a second stage, the NDVI
and NDWI are computed at each instant and then subtracted from the median image of
period for that study area to translate all the data around a common central tendency (i.e.,
the zero). Moreover, information from areas affected by cloud and shadow occurrences
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Figure 1. Overview of the proposed method.

are disregarded after applying the previously defined masks. After, the NDVI and NDWI
translated values in [−ασ,+ασ] are used to train an anomaly detection model F and
classify the complete dataset. The σ is the dataset standard deviation and α ∈ R is an
adopted scale factor. Lastly, a map about the multitemporal dynamics is produced accord-
ing to an anomaly counting over the analyzed period. Also, a map of p-value based on
the “run test of randomness” [Siegel and Castellan 1988] allows identifying regions with
high confidence regarding the occurrence of the changes.

3.2. Implementation details

The Python 3.8 was the programming language adopted to implement the proposed
method, as the monitoring prototype. Additionally, the Scikit-Learn library was used
to apply the Anomaly Detection methods. OC-SVM was parameterized with RBF kernel
function with γ = 0.1 and upper bound on the fraction of training errors at ν = 0.05.
IF, in turn, was defined by 100 components/IT and random state equal to zero (0) where
all the other parameters were maintained as default (maximum samples, contamination,
bootstrap, verbose and warm start) as shown in Scikit Learn documentation. Moreover,
the Pandas library was employed to organize the information.

The Anomaly detection models are trained with basis on observed values of a
previously defined spectral index (i.e., NDVI or NDWI) in [−ασ,+ασ], where σ is the
standard deviation of considered spectral index and α = 0.5 is a constant adopted to
control the training set regularity.

Lastly, the Google Earth Engine (GEE) Application Programming Interface (API)
is used to access the Remote Sensing image catalogs and obtain the multitemporal image
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series according to the defined period, region, and sensor, based in Python. Landsat and
Sentinel data are considered in this study. The cloud occurrence threshold of 20% inside
the region of analysis is admitted to disregarding useless scenes.

4. Experiments
4.1. Study area and Remote Sensing data
In order to assess the method proposed and discussed at Section 3, it is carried a prac-
tical application regarding the analysis of temporal dynamics in the regions of Mariana
and Brumadinho affected after the respective dam collapses. Figure 2 shows the area
locations.

Figure 2. Spatial location of study areas.

It is worth highlighting that the Mariana (Fundão) and Brumadinho (Córrego do
Feijão Mine I) dams are located in Minas Gerais (MG). These areas are considered strate-
gic for the development of mining activity in Brazil, a sector responsible for 4% of the
national GDP and the generation of more than 2 million indirect jobs [IBRAM 2020]. The
disruption of these structures impacted the surrounding landscape, initially surrounded by
vegetation characteristic of the Atlantic Forest biome. Moreover, these dams were built
following the upstream heightening, which is less costly but with the greater risk of dis-
ruptions [Thomé and Passini 2018].

Concerning the Mariana study area, were considered 71 images acquired by the
Thematic Mapper (TM) and Operational Land Imager (OLI) sensors, both with 30 meters
of spatial resolution, on-board the Landsat-5 and 8 satellites. The period of analysis covers
the years between 2013 and 2020. Regarding the Brumadinho area, the MultisSpectral
Instrument (MSI – 10 meters of spatial resolution) sensor on-board the Sentinel-2A/B
satellites were considered the image source for 2016 to 2020 period, collecting 54 images.

4.2. Results and discussion
Figures 3 and 4 depicts a bi-temporal comparison using color compositions and the re-
spective multitemporal dynamic maps in terms of “anomaly detection counting” and “p-
value”. The first one was obtained by percentage discretization of anomaly detection data,
where the lowest 20% represents “Very low” label, and so on. The NDVI and NDWI val-
ues are considered to obtain the results for Brumadinho and Mariana areas, respectively.
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Focusing on the “anomaly detection counting” maps, it is possible to observe that
while the IF method delivers more consistent results, OC-SVM tends to overestimate
the frequency of anomaly occurrence. Moreover, the IF identifies areas affected by the
collapse of the dams (Brumadinho – center-bottom regions; Mariana – southeast region).
Low-dynamic regions, like vegetation and exposed soil, are also highlighted when the
proposed method is equipped with the IF model.

Regarding the p-value maps, under a 5% significance, the pixels in black rep-
resents regions with not random behavior in terms of anomaly/regular occurrence over
time. Consequently, such regions demand attention when analyzing the obtained maps.
The plausible reasons for such behavior are seasonal changes showed by targets like water
bodies and vegetation. In general, the p-value mapping results achieved with the IF model
are more consistent than those using the OC-SVM.

Figure 3. Results using NDWI for Brumadinho dam area.

To validate and comparate the results generated by the proposed method, reference
samples collected from change maps of moments before and after dam failures were di-
vided into (i) No change areas; (ii) Change areas. These samples were applied at Anomaly
Detection maps, which can be observed in the histograms highlighted by Figure 5, whose
expected results were the decrease of “No changes” bars as they increase “Changes” bars
along anomaly count axis. In this sense, it is notable that OC-SVM method is more sen-
sitive for Anomaly Detection, once some unchanged areas correspond at “Medium” or
“High” count of anomalies. On the other hand, IF shows higher precision at unchanged
areas related to labels “Very low” and “Low” for Anomaly Detection, clearly distinguish-
ing changed areas.

The whole process involved considerable computational costs. The reference ma-
chine was a desktop with 16 GB RAM and 500 GB of SSD memory. For Mariana, the
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Figure 4. Results using NDVI for Mariana dam area.

Area situation
No changes

Changes

BRUMADINHO - MG

MARIANA - MG

Figure 5. Anomaly count for reference samples and change map comparison.

manipulation of 30 meters resolution images demanded a run-time of about two hours. In
turn, Brumadinho analysis used 10 meters resolution images, resulting in higher compu-
tational costs, expending around 2.5 hours.
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5. Conclusions
Based on the presented results, it is possible to verify that the proposed method, viewed as
an environmental monitoring system prototype, could identify anomalies that correspond
to targets with high spectral-temporal dynamics.

It is noteworthy that the assessed Anomaly Detection models have different pre-
cision. The IF method was able to distinguish with better contrast the regions of anoma-
lies and regular and provide more consistent p-value maps (useful to identify seasonal
changes). OC-SVM method, in turn, was more sensible to change detection often classi-
fying unchanged regions as anomalies.

In future works could be addressed numeric validation techniques to combinate
both anomaly detection methods to set better parameters and improve the proposed pro-
totype. Furthermore, the number of study areas should be expanded to evaluate regions
that never passed by technological disaster events, such Mariana and Brumadinho, with a
view to building an alert system for spatio-temporal dynamics.
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dos Campos. 181p. Dissertação (Mestrado em Sensoriamento Remoto)-INPE.

Pradhan, P., Costa, L., Rybski, D., Lucht, W., and Kropp, J. P. (2017). A systematic study
of sustainable development goal (sdg) interactions. Earth’s Future, 5(11):1169–1179.

Rembold, F., Atzberger, C., Savin, I., and Rojas, O. (2013). Using low resolution satellite
imagery for yield prediction and yield anomaly detection. Remote Sensing, 5(4):1704–
1733.

Rotta, L. H. S., Alcantara, E., Park, E., Negri, R. G., Lin, Y. N., Bernardo, N., Mendes,
T. S. G., and Souza Filho, C. R. (2020). The 2019 brumadinho tailings dam collapse:
Possible cause and impacts of the worst human and environmental disaster in brazil.
International Journal of Applied Earth Observation and Geoinformation, 90:102119.

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 156-166
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Abstract. Spatial data handling is a core aspect in several advanced appli-
cations due to the popularity of storage and retrieval of spatial information.
NoSQL databases have been widely used to manage massive volumes of data
and have added some specialized support for handling spatial data. How-
ever, it is a challenging task to analyze the spatial support provided by NoSQL
databases and their possible spatial extensions. In this paper, our goal is to
overcome this challenging task by presenting a systematic review of the litera-
ture. This allows us to distinguish popular NoSQL databases employed by spa-
tial applications and compare them based on a user-centric view. That means
our study helps users to select a NoSQL database according to their needs. It
is possible since we correlate the characteristics of NoSQL databases and their
spatial extensions with typical spatial application requirements.

1. Introduction
Spatial data handling has been widely required by modern and advanced applications that
manage geometric and geographic phenomena to improve and enrich different types of
tasks, such as information retrieval, data analysis, and user experience. Specialized data
types like points, lines, and regions are often employed by these applications in order to
represent specific geometric and geographic phenomena [Güting 1994]. The instances of
these data types called spatial objects are then manipulated by using spatial operations,
such as geometric set operations, topological relationships, and numerical operations.
Further, applications can process different types of spatial queries [Carniel 2020], such
as range queries and k-nearest neighbors queries.

Increasingly, applications have managed large spatial datasets. This leads to
the interest in specialized data management systems that provide efficient functional-
ities to store, handle, process, and retrieve large volumes of spatial objects. Exam-
ples of such systems are spatial extensions designed for parallel and distributed data
processing frameworks based on Hadoop and Spark, such as GeoSpark (now called
Apache Sedona) and SpatialHadoop. More spatial extensions are compared and analyzed
in [Castro et al. 2018, Castro et al. 2020].

NoSQL databases also play an important role in this con-
text [Davoudian et al. 2018]. They provide the needed foundation for storing and
handling massive data by using different types of data models, such as key-value,
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document-oriented, column-oriented, and graph-oriented. Further, they can be integrated
with parallel and distributed data processing frameworks to provide big spatial data
solutions. Hence, the focus of this paper is on NoSQL databases.

Due to the importance of spatial data handling, NoSQL databases have also in-
corporated some support for dealing with spatial data. Further, many approaches have
been proposed in the literature to incorporate spatial data processing in these systems
(see Section 3). However, the choice of the best NoSQL for a given spatial application
is a complicated task since spatial applications can have different characteristics. For
instance, there are applications focused on executing ad-hoc spatial queries or requiring
interoperability among different architectures [Castro et al. 2020].

This motivates us to understand and compare characteristics of NoSQL databases
that have some support for spatial data handling from a user point of view. This al-
lows us to correspond NoSQL databases with the requirements of spatial applications.
Unfortunately, there is a lack of studies on the literature that conducts this user-centric
comparative analysis. We cite two main limitations of existing studies. First, there are
studies that compare NoSQL based on performance evaluations only. Hence, they focus
on the system-centric view. Second, several studies have a limited comparison scope in
terms of the number of spatial operations and spatial extensions.

Our paper fills this gap by conducting a systematic review of the literature that
permits us to identify NoSQL databases with spatial extensions and analyze these systems
from the user-centric point of view. The contributions of this paper are detailed as follows.

• A systematic review of the literature that presents a comprehensive study on the
spatial data handling in NoSQL databases.
• A user-centric comparison of the spatial support provided by popular NoSQL

databases and their extensions proposed in the literature. We identify the main
characteristics and limitations of existing studies.
• A correlation of spatial application requirements and the compared NoSQL

databases. This helps users to select a NoSQL database according to their needs.

The rest of this paper is organized as follows. Section 2 discusses related work.
Section 3 presents our systematic review and compares the identified NoSQL databases
and their spatial extensions. Section 4 correlate these NoSQL databases with typical
requirements of spatial applications. Finally, Section 5 concludes the paper.

2. Related Work
There are several studies in the literature that conduct comparisons of NoSQL databases
with support for spatial data handling. We can group them as follows: (i) studies that
compare characteristics of NoSQL databases, and (ii) studies that empirically analyze the
performance of NoSQL databases.

Concerning the first group, the studies discuss how NoSQL databases fulfill some
spatial features required by spatial applications. In general, these studies establish a set of
criteria that are used to check whether a NoSQL database satisfies them. This means that
these studies conduct qualitative comparisons. However, these comparisons have a limited
scope. For instance, distinct spatial operations are not taken into account and spatial
extensions for NoSQL databases are not deeply compared. In [Guo and Onstein 2020],
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the authors conduct an extensive qualitative comparison on NoSQL databases that attempt
to indicate the most suitable NoSQL database in terms of storage and processing of spatial
queries. Another example of qualitative comparison is the study in [Nassif et al. 2020],
which describes the characteristics of three families of NoSQL databases and how they
are used to manipulate spatial data.

As for the second group, the studies conduct extensive experimental evaluations to
analyze the performance of NoSQL databases when processing different types of spatial
queries. In some cases, the studies also include relational databases in their experiments
as well. For instance, in the study [Baralis et al. 2017] the authors compare relational
and NoSQL databases by using the Database-as-a-service model on Azure. Another ex-
ample is the study in [Makris et al. 2021], which compares the performance of the Mon-
goDB and PostgreSQL/PostGIS to process spatial queries like range and distance-based
queries. The studies of this group are system-centric views since the internal structure and
algorithms of NoSQL databases are stressed in tests focusing on evaluating the runtime
performance of operations.

On the other hand, this paper aims to conduct a user-centric view of NoSQL
databases with respect to spatial data handling. For this purpose and differently from
related work, we select NoSQL databases based on a systematic review of literature that
also considers the development of spatial extensions for them. We also do not face the
same drawbacks since our comparison criteria are based on spatial features commonly
required by applications. It allows us to go further and correlate how NoSQL databases
fulfill the usual requirements of spatial applications. Based on them, we point out limita-
tions and future research opportunities for NoSQL databases.

3. A Systematic Review of NoSQL databases with Support for Spatial Data
In this section, we present a systematic review that aims to pick existing and relevant
studies on NoSQL databases that provide some support for spatial data handling. This
is conducted by employing a well-defined and reproducible methodology (Section 3.1)
that enables us to identify which NoSQL databases are usually studied and extended in
the literature to deal with spatial data. For this, we consider different comparison criteria
based on a user-centric view whose underlying motivation and importance are discussed
in Section 3.2.

3.1. Methodology
To gather relevant studies on spatial data management in NoSQL databases, we have
formulated the following search string:

(”nosql” OR ”nosql database” OR ”nosql document” OR ”nosql key-value” OR ”nosql
column” OR ”nosql graph”) AND (”spatial data” OR ”geographical data” OR ”GIS” OR

”spatial database” OR ”spatial operation”)

We employed this search string in the search engines IEEE1, Science Direct2,
Springer3, ACM DL4, and Google Scholar5 from April 10, 2021, to May 14, 2021. As a

1https://ieeexplore.ieee.org/Xplore/home.jsp
2https://www.sciencedirect.com
3https://link.springer.com
4https://dl.acm.org
5https://scholar.google.com
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Figure 1. The steps employed by our systematic review to select relevant studies
that aims to explore spatial data handling in NoSQL databases.

result, we gathered 6,741 studies. Our inclusion criteria focused on studies that (i) apply
NoSQL databases in spatial applications, (ii) compare and discuss the support of spatial
data management in NoSQL databases, and (iii) propose spatial extensions for NoSQL
databases. We have excluded studies that only mention spatial data and do not discuss the
role of spatial operations.

The main focus of this paper is to discuss and compare the support for spatial data
handling in NoSQL databases. Since spatial extensions are known to provide this kind
of support, we are interested in analyzing them here. To this end, we have incrementally
applied three steps in our methodology, as depicted in Figure 1. In Step 1, we have classi-
fied the 6,718 studies according to the inclusion criteria by reading the title and abstract.
Further, we have initiated a classification that categorize a study as an (i) application, (ii)
a comparison, or (iii) an extension. Note that they match our inclusion criteria and that
one study may belong to more than one category at the same time. In Step 2, we have
read the introduction and conclusion to refine our classification and excluded those stud-
ies that either do not belong to a category or refer only to application descriptions. Step 3
aimed to select only spatial extensions or novel NoSQL databases focused on spatial data.
It was made by completely reading the research paper and excluding studies that mainly
conduct experimental evaluations of NoSQL databases or provide a discussion on some
characteristics of these databases (as discussed in Section 2). As a result, we obtained 28
studies that either propose extensions for NoSQL databases or introduce novel NoSQL
databases with spatial support.

3.2. Comparing NoSQL databases: A User-centric View

In this section, we compare the spatial support provided by popular NoSQL databases
and how studies in the literature have extended them to deal with spatial data. Our sys-
tematic review allowed us to identify the six most popular NoSQL databases employed
by the studies. The popularity was measured by counting the number of times that a
NoSQL database was employed by the studies obtained in the second step of our system-
atic review. Here, we have excluded the NoSQL databases mentioned less than or equal
to 2 times. Section 3.2.1 provides an overview of these popular NoSQL databases, while
Section 3.2.3 compares their available spatial extensions.
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Table 1. An overview of the NoSQL databases with some spatial support.

NoSQL Data model Latest version Has native spatial
support?

Available spatial extensions in
the literature

Redis key-value 6.2.4 X
MongoDB document 4.4.5 X [Xiang et al. 2016]
CouchDB document 3.1.1 X

Cassandra column 3.11.10 [Wei et al. 2014,
Ben Brahim et al. 2016]

HBase column 2.3.4

[Van and Takasu 2015,
Zhang et al. 2015,
Zhang et al. 2016,
Wang et al. 2017,

Kokotinis et al. 2017,
Jo and Jung 2017,
Jo and Jung 2018,
Zhang et al. 2018,
Zheng et al. 2019]

Neo4j graph 4.3.2 X

3.2.1. General Characteristics

Table 1 presents an overview of popular NoSQL databases identified by our systematic
review. They are: (i) Redis, (ii) MongoDB, (iii) Apache CouchDB, (iv) Cassandra, (v)
HBase, and (vi) Neo4j. This overview presents (i) the underlying NoSQL data model, (ii)
the latest version of the NoSQL, (iii) whether the NoSQL has native support for spatial
data handling, and (iv) the list of available extensions proposed in the literature. Each
item is described as follows.

NoSQL data models. There are four main data models of NoSQL databases: (i) key-
value stores, (ii) document-oriented databases, (iii) (wide-)column stores, and (iv) graph
databases. Key-value stores are simple data models that represent information by using
pairs where each pair consists of a value associated with a key. This principle is extended
by document-oriented databases, which store collections of key-value pairs that are usu-
ally represented by JavaScript Object Notation (JSON) objects. Column stores deal with
tables, rows, and columns that can be dynamically structured as needed. Finally, graph
databases represent information by using nodes and the relationship between nodes by
using edges. Table 1 shows that there is some native spatial support in these data models,
including the interest in extending them in research papers.

Latest version. The version control of NoSQL databases indicates the evolution of fea-
tures provided by them. Some of these systems have added some native spatial support
recently only. For instance, Neo4j has introduced 2D and 3D points in its version 3.4. In
this paper, our comparison considers the versions indicated in Table 1.

Native spatial support. Similarly to the support for alphanumerical data, NoSQL
databases can provide support for data handling in their internal structures. This means
that applications can store and manage spatial objects in such databases without third-
party extensions. This kind of native support is not provided by Cassandra and HBase,
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Table 2. Comparing the native support of the NoSQL databases for spatial data
handling. Here, we do not consider third-party extensions proposed in the litera-
ture (see Table 3).

NoSQL Spatial data
types

Representation
of spatial
objects

Topological
relationships

Distance-
based

operations

Spatial indexing
methods

Redis simple points Xa X sorted sets with
geohash

MongoDB

simple and
complex

points, lines,
and regions

GeoJSON intersect,
within X

2d index based on
geohash, 2dsphere

index

CouchDB simple points X index on two
numeric fields

Neo4j simple points X
space filling curves
over an underlying
generalized B+-tree

a It offers functions for processing some specific types of spatial queries based on topological relationships.

which are NoSQL databases based on column stores. A comparison of the native spatial
support of NoSQL databases is conducted in Section 3.2.2.

Available spatial extensions in the literature. Since Cassandra and HBase do not pro-
vide native support for spatial data handling, the majority of available spatial extensions
proposed in the literature are for these NoSQL databases. Our systematic review also
reveals that there is an increasing focus on extending HBase. The main reason is that this
is often used as the underlying storage of Hadoop and Spark systems. Their focus can be
different in terms of storage or spatial query processing by using spatial index structures.
In this sense, we compare them in Section 3.2.3.

3.2.2. Native Spatial Support in NoSQL Databases

Table 2 compares the native spatial support of the NoSQL databases Redis, MongoDB,
Apache CouchDB, and Neo4j. The comparison criteria consider common spatial repre-
sentations and operations required by spatial database applications [Güting 1994]. We
check whether the NoSQL database provides (i) spatial data types, (ii) representations
of spatial objects, (iii) spatial operations with a focus on topological relationships and
distance-based operations, and (iv) spatial indexing methods.

Spatial data types. Here, we list the spatial data types of the NoSQL databases that are
available to represent spatial information by using geometric data types like points, lines,
and regions (polygons). Spatial data types can be simple or complex. The compared
NoSQL databases provide support for simple points, which means that they are able to
represent single instances of spatial information by using latitude and longitude coordi-
nates. However, the creation of lines and regions can lead to complex structures. For
instance, regions can be formed by relating nodes storing point objects in Neo4j. The na-
tive support for complex objects, including lines and regions, is provided by MongoDB.
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It enables us to represent a large variety of spatial information.

Representation of spatial objects. The instances of spatial data types can have different
types of textual and binary representations. For instance, the Well-known text (WKT) and
Well-known binary (WKB) are specified by [OGC 2011] to represent a vector geometry
object in a textual and binary format, respectively. Applications can use these formats to
load, transfer, and visualize spatial objects. Redis, CouchDB, and Neo4j do not have a
specific format to represent spatial objects since they only handle simple points. Hence,
they use their default visualization and loading methods to handle points (e.g., based on
CSV files). On the other hand, MongoDB employs GeoJSON, which is a JSON-variant
representation for spatial objects. Its binary format can be stored as Binary JSON (BSON)
objects, which allows MongoDB to manage internal structures efficiently.

Spatial operations. Commonly, spatial objects are handled, manipulated, and
retrieved by using different types of spatial operations. There are classes
of operations commonly provided by spatial databases and GIS [Güting 1994].
The first one is related to topological relationships, which express the par-
ticular relative position of two spatial objects. The definition of topologi-
cal relationships is widely studied in the literature [Egenhofer and Franzosa 1991,
Egenhofer and Herring 1994, Schneider and Behr 2006] since they are used as conditions
in spatial queries [Carniel 2020]. A common spatial query is the range query, which re-
turns all spatial objects intersecting a search object with a particular shape (e.g., circle
or rectangle). Unfortunately, the compared NoSQL databases provide very limited sup-
port for them. This means that they do not enable us to process ad-hoc spatial queries.
While Redis offers some functions to process spatial queries with notions of topological
relationships, MongoDB has functions that implement two topological relationships (i.e.,
within and intersect). The second class refers to distance-based operations, which can be
deployed to implement the k-nearest neighbors (kNN) query. Given a set of spatial objects
and a search object, this type of query returns the k closest spatial objects to the search
object. All studied NoSQL databases provide this kind of support. Other classes of op-
erations include numerical operations (e.g., area, length), geometric set operations (e.g.,
union, intersection, difference), and general geometric operations (e.g., convex hull). The
compared NoSQL databases do not provide support for these operations, limiting their
applicability in spatial applications.

Spatial indexing methods. The processing of spatial queries is often optimized by
employing spatial index structures. Such structures aim to reduce the search space by
avoiding access to spatial objects that certainly do not belong to the final answer of
the spatial query. Examples of spatial index structures include the R-tree and its vari-
ants. Spatial indexing is widely studied in the literature (see [Gaede and Günther 1998]
for a survey) and specific implementations are provided for different types of systems
(e.g., [Carniel et al. 2020]). The compared NoSQL databases provide some structures to
improve the performance of spatial queries. In general, a common strategy is to employ
geohash, which represents a spatial object by using alphanumerical data. This repre-
sentation is based on the subdivision of space in buckets so that it is possible to apply
space-filling curves like the Hilbert or Z-order curves or well-known indexing methods
like the B+-tree. It is interesting to note that classical hierarchical tree structures like the
R-tree and its variants for spatial data are not considered by these NoSQL databases.
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Table 3. Comparing existing spatial extensions for popular NoSQL databases.

NoSQL Extension Storage of
spatial objects

Types of spatial
queries

New spatial
indexing methods

MongoDB [Xiang et al. 2016] - range queries Flattened R-tree

Cassandra [Wei et al. 2014] points range and kNN
queries KR+-index

Cassandra [Ben Brahim et al. 2016] geohash based on numeric
range queries -

HBase [Zhang et al. 2015] WKT, WKB,
Shapefiles range queries based on grids

HBase [Zhang et al. 2016] - range and kNN
queries

based on the
Hilbert curve

HBase [Wang et al. 2017]

polygons as
column

families with
WKT

range queries based on Z-order
curve

HBase [Zheng et al. 2019] rectangles
and geohash

range and kNN
queries

based on space
filling curves

3.2.3. Available Spatial Extensions

In our systematic review, we have identified 28 available spatial extensions for NoSQL
databases, which also include novel systems. In this section, we discuss the spatial exten-
sions of popular NoSQL databases only (i.e., Section 3.2.1), resulting in 12 extensions.
Most of them are focused on providing novel spatial indexing methods to improve spatial
query processing. Since the goal of this paper is to analyze the spatial data handling in
NoSQL databases, we consider only those approaches that distinguish themselves. They
are shown and compared in Table 3, which takes into account the (i) storage of spatial
objects, (ii) types of spatial queries, and (iii) proposed spatial indexing methods.

Storage of spatial objects. The spatial extensions differ in how to represent and store the
spatial information in their corresponding NoSQL database. We can identify three main
approaches. The first approach is to simply deal with the geohashes of spatial objects
since geohash is an alphanumerical representation of a complex object. In this case, the
extensions [Wei et al. 2014, Zheng et al. 2019] do not need a specialized storage method
but sophisticated algorithms for processing spatial queries. The second approach is to
deal with points only since coordinate pairs can be stored separately [Wei et al. 2014].
Finally, the third approach refers to the use of textual or binary representations of spa-
tial objects, such as WKT, WKB, or shapefiles. The extensions based on this ap-
proach [Zhang et al. 2015, Wang et al. 2017] allow users to employ different spatial data
types in their applications. Other extensions [Xiang et al. 2016, Zhang et al. 2016] do not
focus on the storage of spatial objects since their goal is to provide solutions for improving
the performance of spatial queries.

Types of spatial queries. Although there are several different types of spatial queries,
spatial extensions make efforts to efficiently process range and kNN queries only. The
main reason is that they are common types of spatial queries employed in experimental

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 167-178
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Table 4. Checking how NoSQL databases and their spatial extension fulfill the
spatial application requirements.

NoSQL Type of spatial support 1 2 3 4 5 6

Redis native partial X X
MongoDB native + extension partial X X partial X X
CouchDB native X X
Cassandra with extensions X X
HBase with extensions X partial X X
Neo4j native partial partial partial X X

evaluations conducted in the literature [Carniel 2020]. We highlight the Cassandra exten-
sion proposed in [Ben Brahim et al. 2016] since it extends range queries to propose other
types of spatial queries like around me and in my path. Such queries are based on numeric
filters in the coordinate pairs coded by the geohash of spatial objects.

New spatial indexing methods. Almost all studies propose spatial indexing methods
that are implemented in the corresponding NoSQL database. This means that their main
focus is on quickly processing specific types of queries by using spatial index structures.
Space-filling curves such as the Z-order and Hilbert curves are widely employed in this
context [Zhang et al. 2016, Wang et al. 2017, Zheng et al. 2019] since they attempt to de-
fine an ordering of access to spatial objects. This aspect is interesting in NoSQL databases
due to the availability of indexing methods for alphanumerical data that are based on sort-
ing properties (e.g., the B-tree). Other extensions strive to adapt well-known spatial index
structures to a particular NoSQL database. For instance, in [Xiang et al. 2016], the clas-
sical R-tree is flattened into a collection of documents in MongoDB so that it is possible
to insert, delete, and retrieve spatial objects by using these documents. In the compared
studies, only the study in [Ben Brahim et al. 2016] does not deal with spatial indexing
methods because it was interested in proposing new types of spatial queries for Cassan-
dra.

4. Correlating Spatial Application Requirements with NoSQL databases
Table 4 checks whether a NoSQL database with its extension fulfill six different types
of requirements commonly required by spatial applications defined in [Castro et al. 2018,
Castro et al. 2020]. These requirements are viewed as a set of guidelines that can help
users to choose the NoSQL database that better fits their needs. This table is fulfilled
by considering the comparisons and discussions previously reported in this paper. The
requirements are detailed as follows.

1. Focus on executing ad-hoc spatial queries. This guideline refers to the design of
spatial queries without a specific format. Hence, a NoSQL database should have a broad
collection of spatial operations or at least have the possibility of including more operations
by using existing functionalities. Unfortunately, the compared NoSQL databases do not
offer some common types of spatial operations, such as geometric set operations and
topological relationships based on the 9-intersection model [Schneider and Behr 2006].
Redis, MongoDB, and Neo4j partially fulfill this guideline since they provide some spatial
operations.
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2. Focus on the interoperability among different systems. This guideline considers that
the spatial application usually requires communication with other systems. In this case, a
NoSQL database that can represent and store spatial object using well-known textual or
binary formats fulfill this requirement. MongoDB with its native support for GeoJSON
and the spatial extensions for HBase fulfill this guideline.

3. Focus on characteristics based on well-known standards. This guideline refers
to the common requirement of using well-established concepts, techniques, and opera-
tions in spatial applications. This aspect is relevant for the development based on stan-
dards that are usually employed in the literature and industry, such as the OGC stan-
dards [OGC 2011]. Only MongoDB makes use of such standards when defining their
spatial data types. Other NoSQL databases partially adopt some standards. For instance,
Neo4j employs well-known coordinate reference systems in their underlying storage.

4. Focus on spatial data visualization. This guideline relates to the intrinsic need
for graphically visualizing spatial objects in spatial applications. NoSQL databases do
not focus on visualization but on providing storage and access methods for spatial data.
However, NoSQL databases can be integrated with other systems to enrich the analysis
of spatial queries. In the documentation of Neo4j and MongoDB, such perspectives are
mentioned and explored. Hence, we indicate that they partially fulfill this guideline.

5. Focus on efficiently processing spatial queries. This guideline checks whether the
NoSQL database provides mechanisms to reduce the elapsed time required to process
spatial queries. Our systematic review was unable to find a complete system-centric com-
parison of the compared NoSQL databases. However, we consider that there are several
performance evaluations of these databases in the literature that focus on improving this
aspect (as reported by the spatial extensions). Hence, we consider that the compared
NoSQL databases fulfill this requirement to deal with specific types of spatial queries,
such as range and kNN queries.

6. Focus on providing extensibility. This guideline relates to the possibility of extending
a NoSQL database to improve its management of spatial data. In this paper, we have
identified spatial extensions proposed in the literature indicating the efforts of researchers
in this topic. Further, there are other third-party extensions, such as those available in
GitHub (which goes beyond the scope of this paper). Hence, we have marked that the
compared NoSQL databases can be extended in some way to include new features.

5. Conclusions and Future Work
In this paper, we have conducted a systematic review of the literature on spatial data han-
dling in NoSQL databases. This allowed us to compare, analyze, and discuss the spatial
support provided by NoSQL databases popularly employed by spatial applications. The
compared NoSQL databases included Redis, MongoDB, CouchDB, Cassandra, HBase,
and Neo4j. Among them, MongoDB distinguishes itself by providing more spatial data
types and spatial operations than other NoSQL databases.

Our systematic review also permitted us to identify existing spatial extensions for
these NoSQL databases. Such extensions are usually proposed for NoSQL databases
without native spatial support. It demonstrates that there is an increasing interest in pro-
viding and improving spatial data handling in different types of NoSQL data models.

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 167-178
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We also identified how the spatial data support provided by the compared NoSQL
databases and their extensions fulfill common requirements of spatial applications. It is
applicable for users that need to understand and pick a NoSQL database that best fits
their needs. In addition, we have indicated their problems and limitations that lead to the
identification of open research topics in this area.

Future work topics include the following items. First, we aim to extend this work
by searching for spatial extensions available in the public repositories of GitHub. For
instance, GeoCouch6 is a spatial extension for Couchbase and CouchDB. Second, we aim
to analyze research papers mentioned by the spatial extensions in order to comprehend
their use and advances. Finally, future studies can propose solutions to solve discussed
problems and limitations.
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Abstract. Deep Convolutional Neural Networks (DCNN) have played an im-
portant role in several application domains and also in remote sensing image
classification and object detection. In this article, we extend a previously pro-
posed model, used to classify forest areas as preserved or non-preserved, in
order to classify the water volume of dams in the state of São Paulo, Brazil,
using remote sensing images. Our revised DCNN addresses a multi-class clas-
sification problem while our previous one was devised for binary classification.
Moreover, our model relies on heterogeneous images, considering different sen-
sors and also different spatial resolutions regarding the data sets. Results show
that the overall accuracy of our model was 85.56% considering images from the
Atibainha and Jaguari dams of the Cantareira water supply system to compose
the testing set, demonstrating the feasibility of our approach to these types of
applications. This is an indication of the good generalization capabilities of our
model.

1. Introduction
Climate change, population increase and water consumption are pointed out as the main
factors of the water crisis in Southeast Brazil [INPE 2015], which prolonged drought
brings significant impacts not only to the society, with the containment of water sup-
ply and increase in rates of electricity, but also to the environment, extinction of aquatic
species, the disappearance of springs and rivers. The water volume and flow are moni-
tored not only by rainfall stations, as well as by satellites, through remote sensing images,
enabling the observation of activities on the Earth’s surface.

Recently, Deep Learning (DL) techniques have often been implemented to mon-
itor the water flow in rivers and dams, especially Deep Neural Networks (DNN), due
to the efficiency in extracting and detecting patterns in the data, even as by the abil-
ity to classify and segment objects in images, group data sets and make predictions
[Barino and dos Santos 2020]. The most popular type of DNN is the deep Convolutional
Neural Network (DCNN) which is based on the human visual system [Géron 2019]. For
image processing, convolutions work as filters that extract low and high-level features,
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such as edge and texture, making the model capable of classifying and segmenting im-
ages, were also breaking down the image, following by its reconstruction, emphasizing
the object, a process called encoder-decoder [Ghassemi and Magli 2019].

The volume, variety and velocity of water-related data are growing due to in-
creased attention to topics such as disaster response, water resource management and
climate change. With the widening availability of computing resources and the popu-
larity of DL, the data is transformed into practical knowledge, revolutionizing the water
industry [Sit et al. 2020]. There are several works using the application of DL, high-
lighting the CNN, being used in, extraction of water bodies from remote sensing im-
ages [Chen et al. 2018] and [Namikawa et al. 1], segmentation separating water from
land, snow, ice, clouds and shadows [Isikdogan et al. 2017], water reservoir recognition
[Fang et al. 2019], reservoir volume simulation and prediction [Baek et al. 2020].

Therefore, in this article we evaluate the performance of a deep convolu-
tional neural network, previously used for binary classification of preserved and non-
preserved areas in the context of Cerrado on the Brazilian states of Tocantins and Goiás
[Miranda et al. 2021], for classification of the volume of water in the Atibainha and
Jaguari dams in the state of São Paulo, as normal, low and critical, using satellite images
with different spatial resolution, since it was trained with 10 meters of spatial resolution
and tested with 2 meters of spatial resolution, in order to assess the performance of the
model.

This paper is organized as follows. Section 2 introduce related works. Section 3
presents Material and Methods. Results and discussion are presented in Section 5. Section
5 presents conclusions and future directions.

2. Related work
There is a great interest in the remote sensing community to rely on DL techniques to
help to develop their systems. In [Ma et al. 2019], authors presented a meta-analysis
and review of DL applied to remote sensing and they concluded that DL models have
been used for several remote sensing image analysis land use and land cover (LULC)
classification, and segmentation. Despite the success of DL, the authors mentioned that
its performance in LULC classification is still inferior compared to scene classification
and object detection. This remark is just to emphasize the need for more experimentation,
in different contexts, to perceive the performance of DL.

With this, CNN has been used for several tasks in this area of study, which encour-
ages their use in different applications, precisely because of the ability to process and learn
about complex and large data. For example, [Khryashchev et al. 2018] CNN was applied
to perform the detection of geographic objects with the help of experts, to carry out the
validation of the results, where the segmentation of images has found application in ur-
ban planning, forest management, and climate modelling. In addition, [Ai et al. 2020]
proposes using different remote sensing images in four spectral bands, red, green and in-
frared, to retrieve the water depth, taking into account the non-linear relationship between
the value of radiance and the water depth value of adjacent and central pixels. Quanti-
tative analysis and experimental results showed that the accuracy of the CNN model in
retrieving shallow sea areas is improved by more than 50%, where, the RMSE accuracy
can reach 0.9485.
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In [Fernandes et al. 2020], the authors studied and evaluated two distinct ap-
proaches for detecting water tanks and swimming pools in satellite images, which can
be useful in monitoring water-related diseases. The first method uses a support vector
machine to classify into positive and negative a discretized colour histogram of a certain
segment of the original image, while the second method used the Faster R-CNN structure
to detect these objects, built with a training set composed by swimming pools and water
tanks on the city of Belo Horizonte, Brazil. The results demonstrated that the DL method
using CNN outperformed the shallow strategy, achieving an accuracy of more than 93%
in the pool detection task and 73% for water tanks.

In the work of the [Pan et al. 2020], the authors performed a comparative study
of water indices and image classification algorithms to map water bodies using 24 high-
resolution Landsat images, using two unsupervised methods, the zero water index thresh-
old H0 method and Otsu automatic threshold selection method, and one supervised, the
K-nearest neighbours (KNN) method. The study showed that the unsupervised classifica-
tion achieved results comparable to supervised, showing that in some cases we can reduce
the computational cost applying an unsupervised classification.

3. Material and methods

3.1. Study area

The study area is composed of nine dams from the state of São Paulo which is one of
the Brazilian states more affected by drought, and such dams are shown in Figure 1. Ac-
cording to [SABESP 2021], the Atibainha, Jacareı́, Jaguari dams are from the Cantareira
system of water; Billings and Pedro Beicht dams respectively belong to the Guarapi-
ranga and Alto Cotia systems water. The Itupararanga and Barra Bonita dams belong to
Sorocaba and Médio Tietê Hydrographic Basin, the Serraria and Serraria dams belong to
Ribeira de Iguape and South Coast Hydrographic Basin, according to [SIGRH 2020].

Figure 1. Study areas.
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3.2. Data collection

The data collection consists of satellite images (rasters) obtained from the image catalogue
of the National Institute for Space Research, comprising the study regions. Therefore, two
data sets were created, one for training and other for testing.

The training image set consists of 120 images, each one with 8.562 × 12.736
pixels, recorded by the CBERS-4’s PAN10M sensor, 10 meters of spatial resolution. We
considered the near infrared (NIR), red (R) and green (G) bands. It is deserving noting
that the nine dams were used as a study area for this dataset, looking at them during the
period from 2015 to 2021, considering the dates with the lowest occurrence of cloud cover
in the images.

For testing, the dataset consists of 3 images, each one with 56.842 × 58.344 pix-
els, from the CBERS-4A’s WPM camera, whose multi-spectral and panchromatic lenses
have, respectively, 8 and 2 meters of spatial resolution, considering the NIR, R, G and
Panchromatic (PAN2M) bands. It is worth emphasizing that for this dataset the Juguari
and Atibainha dams were used, both from the Cantareira system, observed during the
dates September 3, 2020, April 8, and August 10, 2021.

3.2.1. Data Preprocessing

The training set images were composed of NIR, R and G bands in order to highlight the
edges of the dams, based on the work of [Namikawa et al. 2019]. In Figure 2, colours
pink, red and green represent the NIR, R, and G bands, respectively. Then, the regions of
interest were cut, in the proportion of 224 × 224 pixels, generating a total of 770 images.

Figure 2. Training dataset: Composition of NIR, Red and Green bands, clipping
interest areas, and organization of images by classes.

Based on hydrological data provided by [SABESP 2021], the images of the train-
ing and testing datasets were classified into normal when the volume of the dam and
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greater than 60% of the total capacity; low, when the volume is between 40% to 60% of
full capacity; and critical, when the volume is less than 40% of the total capacity. Thus,
353, 239 and 178 images were obtained for classes normal, low and critical, respectively,
as illustrated in Figures 2 and 3.

Given the difference in the amount of data between the threes classes, we used
the static data augmentation technique, which applies transformations to images such as
rotate and flip. In addition, it was possible to increase and balance the number of images
in each category, also, helping to equalize the process of training, avoiding that model
learns more about one of the classes. We obtained 1,527 images per class, in total 4,581
training samples.

Regarding the test dataset, the images were composed using the NIR, R and G
bands. Each multi-spectral image generated in the composition, with a spatial resolution
of 8 meters, was used in the fusion with its respective panchromatic raster, thus generating
a multi-spectral image with a spatial resolution of 2 meters. Finally, we cropped the
images with the dimensions 224 × 224 pixels and obtained 100 images in total, where 32
are for the critical, 34 for the low and 34 for the normal classes, as shown in Figure 3.

Figure 3. Testing dataset: Composition of NIR, R and G bands, fusion of the
composite image with the panchromatic band, clipping of areas of interest and
organization of images by classes.

3.3. The model
A DCNN model was extended from our previous work [Miranda et al. 2021] for the bi-
nary classification of vegetated regions preserved and non-preserved on the Brazilian
Cerrado. However, for this work, we made adjustments in the hyper-parameters in our
network architecture for the multi-class task. The model is shown in Figure 4.

The training images are inserted in the convolutional layers, with 224× 224 input
format, 3 × 3 kernel, activated by the ReLu function, after each convolution a MaxPool-
ing2D layer, pooling (2, 2) was added, and a Dropout layer, with a probability of 25%.
After the convolution layers, we have 4 fully connected layers, each with 256 neurons, ac-
tivated by the ReLu function, and 4 dropout layers with a probability of 25%. The output
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Figure 4. Deep Learning Model Used for Model Training.

layer has 3 neurons, activated by the Softmax function, returning a probabilistic distribu-
tion. The model was trained using the Adam optimizer, adjusted for learning rate=0.001,
β1=0.9, β2=0.999, ε=1e-07, which consists of a descending stochastic gradient method
based on adaptive moment estimation first and second-order, and the loss function was
categorical-crossentropy. For training, we defined 100 epochs, saving the model at the
end of the run.

There are three basic differences between this new model and our previous one.
About the four convolutional layers, we had 64, 128, 64, 128 filters, respectively, now we
have 128, 128, 64, 64 filters. This change was introduced because the two first layers get
more pieces of information about the images input and the others get the main features,
coming from the previous layers. For the hidden layers, we added more one dense and
dropout layers. In the output, we have three neurons since we are dealing with three
classes (multi-class problem).

3.3.1. Metric

In order to evaluate the performance of our model, we used the accuracy metric, which
divides the value of correct predictions by the total number of samples:

accuracy =
#correct predictions

#samples
(1)

We assessed the accuracy per class and also considering the entire testing set (over-
all accuracy).

4. Results and discussion
Figure 5 presents the accuracy by each class and the overall accuracy, where the normal
class images had only 2.94% samples which were incorrectly labelled, and our model
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presented accuracies of 79.31% and 77.78% for the low and critical classes, respectively.
The overall accuracy regarding the test set is 85.56%. Some classification errors can be
observed in Figure 6 where, for each image, we show the true value and the incorrect
prediction.

Figure 5. Overall and per class accuracy of the test images.

Analyzing Figure 5, the errors regarding the normal class are all related to the low
class (i.e. the DCNN misclassified a normal test image as a low test image) while there
are five times more errors related to the normal class compared to the critical class, within
the accuracy of the low class in isolation. When looking at the errors related to the critical
class, we see a tie between the two other classes (normal and low). Therefore, the model
presents more difficult to differentiate the low and critical classes.

Figure 6. Classification errors by subset of test images.

Figure 6 shows some incorrectly and correctly labelled images for each class.
The errors of classification are related to the difference between the training and test
sets in terms of spatial resolution since the model was trained with 8 meters of spatial
resolution images and tested with images with 2 meters, although the model had labelled
correctly the images in their respective class. It is worth noting that a parameter used to
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assess the correctness of image classification was the water volume report provided by
[SABESP 2021].

The revised DCNN is naturally different from the previous one. However, the
general conception of our design remains the same. In the previous work, it was obtained
an overall accuracy of 87% which is basically the same as our current model (85.56%).
Hence, this is an indication of the good generalization capabilities of our approach, since
we have a completely different context (water) compared to our previous study (vege-
tation). Even though we can not underestimate the pre-processing steps that, properly
conducted, contribute to the success of our DL method, the network structure, hyper-
parameter values seem to be robust for different contexts and satellite images.

5. Conclusion

Precisely classifying the volume of water in dams is an important task especially in loca-
tions where droughts are more frequent. In this article, we extended a previous proposed
DCNN, used to classify vegetation areas, to classify the water volume of dams in the state
of São Paulo, Brazil. Our revised CNN addresses a multi-class classification problem and
obtained an overall accuracy of 85.56% considering the images from the Atibainha and
Jaguari dams of the Cantareira water supply system to compose the testing dataset. This
accuracy is close to that obtained in our previous work [Miranda et al. 2021], indicating
good generalization capabilities of our model. We believe these are encouraging results,
as the model achieves good performance even if in the training set we have images with
less detailed spatial resolutions compared to the testing set.

Nevertheless, this research can be improved regarding the number of samples for
training; use of images, such as Sentinel-3, which provide altimetry values of water bod-
ies, as auxiliary information; image pre-processing techniques for detection or segmenta-
tion of the edges of water bodies; and more robust adjustments of the hyper-parameters of
the DCNN. Also, it is possible to extract time series from the images and make forecasts
of periods of the water crisis, and thus collaborate in the development of supply, con-
sumption, and generation strategies for hydroelectric energy. Certainly, DL techniques
are potential collaborators for environmental monitoring, concerning the consumption
and management of water bodies. In addition, they enrich the techniques used in the
area of remote sensings, such as image classification, making it more agile and diligent,
especially when processing large volumes of data.
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Abstract. Water stored in dams and reservoirs is essential element for hydrological 

cycle and other human activities like irrigation farming, fishing and transportation. 

Reservoirs in arid and semi-arid environments tend to change in volume and area 

extent over time as a result of natural and human factors causing water shortage. 

This study examines the spatiotemporal changes of Goronyo reservoir, Nigeria from 

2000-2020. Landsat imageries were used to extract the surface water area using 

Modified Normalised Difference Water Index (MNDWI). The changes in the spatial 

and temporal pattern of the surface water over were obtained by calculating the 

differences in the surface area over the study period (2000-2020). The results show a 

continuous decrease in the surface water indicating loss of water. The surface area 

changed from 105.24km
2
 (98.35%) in 2000 to 72.01km

2 
(67.30%) with a total 

constriction of 33.22km
2
 (46.13%). Increase in temperature and evaporation and 

anthropogenic activities are the major factors responsible for the changes. Planting 

of trees around the water and dredging the silt to restore the water to its full capacity 

will mitigate the high rate of water loss for sustainable socio-economic development.   

1. Introduction 

Reservoirs and dams are mostly built in drought affected areas to store water in order 

to meet the needs of the people (Mustafa and Noori, 2013). The water is important for 

domestic and industrial water supply, irrigation agriculture, transportation, fishing and 

electricity generation (Du et al., 2010; Melendo, 2015; Edokpayi et al., 2017; 

Sreekanth et al., 2021). Changes in seasons usually affect water bodies which also 

cause changes in their volumes and spatial extents (Jiang et al., 2020; Yue et al., 2020; 

Jiang et al., 2018; Jiang et al., 2021). The changes usually caused by natural or human 

factors led to the expansion or shrinking of water bodies (Karpatne et al., 2016; 

Huang et al., 2018).  
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Mapping surface water bodies to study the spatiotemporal variation becomes 

possible with the recent development in remote sensing (Crétaux et al., 2016; Kang 

and Hong, 2016; Arthur and Godfrey, 2017). The method provides a wide area 

coverage, low cost, rich information and high temporal resolution (Zurqani et al., 

2018; Ruimeng et al., 2020). These make remote sensing method better than in situ 

measurements and modelling because of insufficient in situ gauge and difficulty in 

modelling (Alsdorf et al., 2007; Baup et al. 2014; Vörösmarty et al., 2001; Arthur and 

Godfrey, 2017). These methods require a lot of time and effort which make them not 

always suitable for mapping water bodies. In remote sensing, both optical and 

microwave sensors are used for measuring water surface. Microwave has the ability to 

penetrate the cloud and vegetation cover to obtain information about the surface water 

(Huang et al., 2018). On the other hand, data from optical sensors are widely available 

because of the sufficient spatial and temporal resolution (Huang et al., 2015; Huang et 

al., 2018). 

The accuracy of water extraction from satellite data depends on the spatial 

resolution which can be low, medium or high (Huang et al., 2018). Low resolution 

data (greater than 200m) have low accuracy; medium resolution imageries (5-200m) 

have a better accuracy while high resolution imageries (less than 5m) provide detailed 

information with some limitations (Huang et al., 2018). The high resolution imageries 

are suitable for mapping small water bodies, but the presence shadow has a serious 

effect on water detection (Sawaya et al., 2003; Huang et al., 2018). Also, the satellites 

have low temporal resolution and are not freely (Huang et al., 2018). These 

limitations of the low and high resolution satellites make the medium resolution 

satellites suitable for mapping the spatiotemporal changes of surface water. Landsat 

with its long time series is one of the satellites used for mapping changes in surface 

water bodies considering its resolution, spectral consistence and free access (Pekel et 

al., 2016; Hansen et al., 2014; Yamazaki et al., 2015; Hou et al., 2017; Ruimeng et al., 

2020). 

Ways of extracting surface water from satellite imageries involved the machine 

learning and traditional algorithms methods (Zhou and Dong, 2019; Ruimeng et al., 

2020). The former includes Random Forest (RF), Deep Learning (DL), Decision Tree 

(DT) and Support Vector Machine (SVM) while the later involved the single and 

multi-band methods (Ruimeng et al., 2020). Multi-band method has higher quality 

than single-band method because of its ability to discriminate between water and 

non-water (McFeeters, 2007; Ruimeng et al., 2020). Among the multi-band methods, 

index method is the most convenience because of its high accuracy in providing 

information on surface water (Jiang et al., 2021). The commonly used water indices 

include Normalised Difference Water Index (NDWI), Modified Normalised 

Difference Water Index (MNDWI), Automated Water Extraction Index (AWEI) and 

Water Index (WI2015) (Huang et al., 2018). NDWI was first proposed and green and 

near infrared bands were used in water extraction (Jiang et al., 2021). Because of the 

high sensitivity of near-infrared to sediments in water, MNDWI was later proposed 
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using Short-wave Infrared (SWIR) which is less sensitive sediments concentration 

(Huang et al., 2018). It also differentiates between shadow and water bodies (Xu, 

2006; Linye et al., 2021).  

Goronyo reservoir located in the semi-arid region of Sokoto, Northwest Nigeria 

was constructed in 1984 and commissioned in 1992 by the Federal Government of 

Nigeria (Augie et al., 2020). The reservoir supplies water for domestic use, irrigation 

agriculture most especially in dry season and control flooding during rainy season in 

the area and surroundings (Sembenelli, 1992; Augie et al., 2020). More than 200 

million people in the area and surrounding depend on the reservoir for drinking, 

fishing and irrigation farming (Ahmed, 2018). In the recent years, there is decrease in 

the water where the reservoir holds only 10 percent of its 1 billion cubic metres 

capacity (Ahmed, 2018). This has become a threat to the socio-economic 

development and the ecological system of the area. Monitoring these changes is 

important for proper water management for socio-economic development. Therefore, 

this study examines the spatiotemporal dynamic of the surface water of the reservoir.   

2. Material and Methods 

2.1. Study Area 

Goronyo reservoir is located between Latitude 30
o
 30

l
 and 14

o 
North and Longitude 5

o
 

30
l
 and 6

o
 East (Figure 1). The reservoir is 5km East of Goronyo town and 90 km 

away from Sokoto town (Aminu et al., 2018). It has 20km length and 10km width 

with an area of almost 200km
2 

and a storage capacity of about 942,000,000 cubic 

metres (Ita et al., 1982; Abubakar and Aliyu, 2017; Lukman et al., 2020). The climate 

of the area is semi-arid with distinct long dry season and short wet season. The dry 

season begins from late October to early May while the wet season is from late May 

to early October (Udo, 1970; Ogheneakpobo, 1988; Adeniyi, 1993; Abubakar and 

Aliyu, 2017). The average annual rainfall is almost 740mm (Yakubu et al., 2019). The 

rainfall is higher in the south with an annual rainfall of about 800mm while 500mm is 

recorded in the north (Elisha et al., 2016). According to the Federal Ministry of Water 

Resources (FMWR), highest rainfall is recorded in August with a high relative 

humidity up to 83% indicating the peak of wet season (FMWR, 2020). The annual 

temperature is high with an annual average of 28.3
o
C (Elisha et al., 2016). The 

minimum daily temperature is also high reaching 36
o
C (Yakubu et al., 2019). The 

maximum daytime temperature is about 40
o
C almost throughout the year with the 

highest daytime temperature is recorded from February to April with over 45
o
C 

(Elisha et al., 2016). The temperature is low from late October to February as a result 

of the effect of harmattan wind that is dry, cool and dusty blows from Sahara desert 

(FMWR, 2020). During the harmattan the daily minimum temperature below 17
o
C 

(Yakubu et al., 2019). The vegetation is Sudan Savanna of Northern Nigeria which is 

characterised with scattered short trees with abundant grasses (FMWR, 2020). 

Arenosols, Fluvisols and Leptosols are the main soils in the area which are further 

classified into the reddish brown soils, hydromorphic soils and ferruginous tropical 
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soils. The soil is mostly sandy with 80-90% sand and 2-4% clay with poor chemical 

content (FMWR, 2020).  

 

 

Figure 1. The study area showing Goronyo reservoir 

2.2. Data Source 

Landsat data is commonly used for mapping the spatiotemporal changes surface water 

because of its medium resolution and long time series. Landsat imageries obtained 

from the United State Geological Survey (USGS) were used. Five Landsat imageries 

acquired by Landsat 7 Enhanced Thematic Mapper Plus (ETM+) and Landsat 8 

Operational Land Imager (OLI) and Thermal Infrared Sensors (TIRS) were used. 

Seasonal change is one of the factors responsible for changes in the surface area of 

water. The imageries acquired in dry season were used to examine the changes in the 

water extent during the dry season. Spatial and temporal pattern of the surface water 

can be easily detected in dry season. Also, there is less atmospheric effect on the 

imageries as a result of minimum cloud cover. The description of the imageries used 

is displayed in Table 1. QGIS 3.14 ‘Pi’ was used for the Pre-processing, processing 

and post processing of the data. 
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Table 1. Description of the Landsat data used 

Acquisition Date Sensor Path Row Resolution 

15/02/2000 ETM plus 190 051 30m 

27/01/2005 ETM plus 190 051 30m 

10/02/2010 ETM plus 190 051 30m 

16/02/2015 OLI/TIRS 190 051 30m 

29/01/2020 OLI/TIRS 190 051 30m 

 

2.3. Image Pre-processing 

The satellite imageries were pre-processed using Semi-Automatic Classification 

Plugin (SCP) for QGIS. It is an open source plugin that is used for image 

pre-processing and post processing (Congedo, 2021). SCP tool was used to perform 

atmospheric correction to remove the scattering and absorption effects on the 

reflectance values of the imageries. The SCP converts Digital Numbers (DN) to 

top-of-atmosphere (TOA) reflectance (Congedo, 2021). The atmospheric corrections 

were performed using Dark Object Subtraction (DOS1) method to obtain the 

reflectance of the surface. This provides the true reflectivity of the surface to 

discriminate between water and non-water areas. 

2.4. Image Processing 

Satellite data obtained were processed to extract water body by distinguishing water 

body from other land covers as water body and non-water body respectively. Water 

index was chosen among the methods of water extraction because of its simplicity, 

accuracy and rapid extraction of water information (Zou et al., 2017; Houming et al., 

2019). Among the indices, Modified Normalised Difference Water Index (MNDWI) 

was used for the water extraction. The index uses short wave infrared (SWIR) that is 

less sensitive to water sediments which makes it to remove noise from the 

surrounding land covers. It is more reliable than Normalized Difference Water Index 

(NDWI) and widely used for water extraction (Huang, 2018). Despite the limitation of 

MNDWI to discriminate water and snow, it is still good for the study area because of 

the absence of snow. MNDWI was calculated using the following equation (Huang et 

al., 2018): 

MNDWI = (GREEN-SWIR)/ (GREEN + SWIR)                           (1) 

Where: 

Green is the reflected values of green band 
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SWIR is the reflected values of the short wave infrared 

2.5. Calculation of Classification Accuracy 

 

The classified Landsat imageries were assessed to identify possible errors. 

Semi-Automatic Classification Plugin (SCP) for QGIS was used for the assessment. 

Random points were created over the classified Landsat imageries to create region of 

interest. The region of interest was used as reference to calculate the accuracy of the 

classification. Confusion matrix was generated with overall accuracy, kappa statistics, 

user and producer’s accuracy to access the accuracy of the results of the classified 

imageries (Table 2). This method is suitable in accessing the accuracy of homogenous 

surfaces (Congedo, 2021). Kappa statistics was used to assess the accuracy of the 

classified imageries. The values range between 0 and 1 with values above 0.80 as good 

result, 0.40 to 0.80 as average and less than 0.40 as poor result (Lillesand, Kiefer and 

Chipman, 2004; Ishaq, Sen, Din Dar and Kumar, 2017). 

2.6. Change Detection 

The surface area of the reservoir was calculated by obtaining the area coverage of the 

surface water. The surface area of water changes over time due to natural or human 

factors. The results of the classified imageries were used to detect changes by 

comparing the area of the surface water. This was done to obtain the spatiotemporal 

dynamics of the surface area of the reservoir. 

3. Results 

3.1 Accuracy of Water Extraction 

The result of the accuracy assessment of the classified shows a high accuracy. 

The overall accuracy for the five imageries range from 87.53 to 100 (Table.4) 

The kappa statistics also shows good results that range from 0.67 to 1.00 

indicating good and strong average results respectively. 

Table 2. Accuracy assessment of the classified imageries 

Year 

Overall 

accuracy % 

Kappa 

statistics 

User's accuracy % 

Producer's 

accuracy % 

Water  Non-water Water  Non-water 

2000 99.59 0.75 100.00 60.00 99.59 100.00 

2005 100.00 1.00 100.00 100.00 100.00 100.00 

2010 94.40 0.85 100.00 80.00 92.78 100.00 

2015 87.53 0.67 100.00 60.00 84.66 100.00 

2020 95.56 0.89 100.00 85.00 94.07 100.00 
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3.2 Spatial Distribution of Surface Water  

The total surface area of the reservoir is 107 km
2
 which comprises of the water and 

non-water area. The number of pixels for the two classes formed the shape and the 

size that determine their spatial pattern. The results show changes in size of the 

surface water area over the study period as a result of its decrease that led to the 

increase in the non-water. The spatial pattern of the surface water is shown in Figure 

2.  

 

 

Figure 2. Spatial pattern of surface water area of Goronyo Reservoir 

The imageries show the spatial extent of water and non-water areas in the reservoir 

that vary with time. In 2000, the spatial pattern of the surface water covered most of 

the reservoir with relatively insignificant area of non-water. The water area occupied 

105.24km
2 

(98.35%) while the non-water was 1.76km
2 

(1.65%). After five years in 

2005, there was a change in the spatial pattern of the surface water showed a decrease 

in its size. The northern and eastern parts of the reservoir dried up and turned to 

non-water area. The water area decreased to 84.92km
2 

(79.36%) while the non-water 

area expanded to 22.08km
2 

(20.64%). There was further constriction in the area of the 

surface water in 2010 that decreased to 76.70km
2 

(71.68%) while the non-water area 

expanded to 30.30km
2
 (28.32%) of the total area. In 2015, there was continuous 

decrease in the surface water mostly from the northern and eastern part of the 

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 189-203
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reservoir. The water area shrank to 73.27km
2
 (68.48%) while the non-water enlarged 

to 33.73km
2 

(31.52%). The non-water area further expanded by the decrease of water 

area in 2020. The non-water area expanded to 34.99km
2 

(32.70%) with the decrease 

of water area to 72.01km
2
 (67.30%). 

Table 3. Surface area of water and non-water  

Year Water area (km
2
) Percentage Non-water area (km

2
) Percentage 

2000 105.24 98.35% 1.76 1.65% 

2005 84.92 79.36% 22.08 20.64% 

2010 76.70 71.68% 30.30 28.32% 

2015 73.27 68.48% 33.73 31.52% 

2020 72.01 67.30% 34.99 32.70% 

 

3.3 Temporal Variation of Surface Water  

Differences in the area of water and non-water of the reservoir over the study period 

showed its temporal variation. The temporal variation shows a continuous constriction 

in water body and increase in the non-water area. The temporal variation shows a 

continuous decline in the area of water body (Table.2). The highest change was 

recorded between 2000 and 2005 with a decrease of 20.32 km
2 

(-23.92%). The surface 

water continued to have gradual decline with a decrease of 8.22km
2
 (10.72%) from 

2005-2010, 3.43km
2
 (4.68%) from 2010-2015. finally, the lowest change was recorded 

from 2015-2020 where the area of the surface water decreased with 1.26km
2
 (0.06%). 

The total change in the area of water from 2000-2020 was a decrease of 33.22km
2 

(46.13%) which is half of the reservoir.  

Table 4. Temporal variation of water surface from 2000-2020 

Year Change in Area (km
2
) Percentage (%) 

2000-2005 -20.32 -23.92 

2005-2010 -8.22 -10.72 

2010-2015 -3.43 -4.68 

2015-2020 -1.26 -0.06 

2000-2020 -33.22 -46.13 
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4. Discussion 

The pixels showing water body indicated the spatial extent of the surface water 

because of its sensitivity to short wave infrared band. This made it possible to 

distinguish between water and non-water body. The high accuracy of the 

classification achieved could be as result of the number of land cover classes in the 

area. The major land cover classes are the reservoir and the surrounding irrigation 

land. The changes in the spatial pattern of the surface water indicated its decrease 

over time. The water area is the part of the reservoir that is relatively deep and store 

water in both rainy and dry season. The non-water area found at the edge and mostly 

the northern and eastern part of the reservoir indicated a shallow area that dried-up in 

dry season due to drop in the level of water. This shows the impact of climate on 

surface water because of the longer period of dry season. Precipitation is one of the 

major sources of water in the reservoir. Changes in the shape and surface area of 

water bodies are usually determined by the occurrence of rainfall (Shankarnarayan 

and Singh, 1979; Sharma et al., 1989). Also, increase in temperature and high rate of 

evaporation contributed in the loss of water resulting in the drying up of the parts of 

the reservoir. It is reported that increase in temperature over the years despite the 

increase in rainfall resulted in increase in evaporation which led to the loss of water 

(Ahmed, 2018). There is increase in temperature in the semi-arid area in Sokoto that 

resulted in high evaporation, drought and desertification (Odjugo and Ikhuoria, 2003; 

Adefolalu, 2007; Ikpe et al., 2016). The temperature increased with almost 2 percent 

in the last century (Odjugo, 2010; Ifabiyi, 2013). The effect of the high rate of 

evaporation was severe in the shallow parts that can quickly dry up. Transportation 

and deposition of sediments by Rima River, runoff and wind into the reservoir 

contributed to the shallowness of the dry-up part. The deposition of silts also 

decreases the water holding capacity of the dam. The reservoir holds only 10 percent 

of its total 1billion cubic meters capacity (Jeremiah, 2018). Increase in the usage of 

the reservoir water through irrigation and other domestic uses may also contribute to 

the decline in the reservoir. 

The shrinkage of the reservoir has led to shortage of water in the area that 

affected various activities of the people. Farmers cultivated less than 10 percent of 

their usual cultivation because of the shortage of water (Ahmed, 2018). There was 

also shortage of water in the treatment plant that supplies water to Sokoto town and 

environs which resulted in the supply of water by water tanks (Ahmed, 2018). 

A similar result was found by Mustafa and Noori (2013) that accessed changes in 

water level in the Duhok dam between 2001 and 2012. They found an increase in 

surface water in 2006 and decrease in 2012. They attributed the increase to increase in 

rainfall and decrease in evaporation while the decrease was as result of decrease in 

rainfall, increase in evaporation and other anthropogenic factors.  Contrary to the 

findings of Mustafa and Noori (2013), the downward trend in the surface water of 

Goronyo reservoir despite the increase in rainfall could be attributed to differences in 

climatic condition, geology, soil and anthropogenic factors. For instance, In Goronyo, 
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the highest daytime temperature in dry season (from February to April) is over 45
o
C 

(Elisha et al., 2016). The maximum summer temperature in Duhok is 43.30
o
C 

indicating the possibility of higher evaporation in Goronyo reservoir. With these 

findings, it can be concluded that climate change and anthropogenic activities are the 

key factors responsible for the spatiotemporal change in surface water. 

4. Conclusion 

This study examined the spatiotemporal variability of Goronyo reservoir from 

2000-2020. The study area located in a semi-arid area is characterised with high 

temperature and prolong dry season. Modified Normalised Difference Water Index 

(MNDWI) was used to extract water by distinguishing water from non-water land 

cover from multi-temporal Landsat imageries. The result showed changes in spatial 

and temporal pattern of the surface water as a result of continuous shrinkage of the 

water body. This was as a result of increase in temperature and evaporation, less 

rainfall, intensive irrigation, increased demand for water and deposition of sediments 

by river Rima, wind and run-off. Remote sensing is a powerful technique for image 

classification and change detection for resource management. Further studies should 

focus on the impact of climate change and human activities on the surface water 

change. 
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Abstract. This paper approaches the topic of Data Cubes applied to the 

management and monitoring of the brazilian land surface. It presents the results 

of an instrumental work that aimed at developing a tool in Python language, 

capable of processing raster and vector data from cloud masks of the Brazil 

Data Cube STAC catalog, with the purpose of generating statistical assessments 

of the cloud coverage of a given place in a given period of time. The program 

was developed in the Jupyter Notebook environment, and hence, it is an open-

source software development. 

 

1. Introduction 

 Earth Observation (EO) data retrieved from space platforms have exceeded the 

petabyte-scale, and nowadays some of them are freely and openly available from different 

data repositories, allowing a better scientific understanding and deeper knowledge of our 

planet´s biosphere and its limits (Giuliani et al., 2019). Handling and exploring big EO 

data pose a number of issues in terms of volume, velocity and variety, which requires a 

change of standard from traditional data-centric approaches, in order to face the 

challenges caused by data magnitude and management (Nativi et al., 2017). 

 To tackle the barriers between analyst’s expectation and big data access, 

researchers started to develop EO Data Cubes (EODC) as a new paradigm that provides 

solutions for the storage, organization, management, and analysis of big EO data 

(Baumann et al., 2019). A data cube is generated from the collection of satellite images, 

properly co-registered, which are subject to a pan-sharpening operation in order to attain 

a better quality, and then cropped according to the user´s needs, based on the database 

grid system. These data, organized in space and time, can be used for various purposes of 

management and observation of the Earth’s surface (FERREIRA, et al., 2020). 

 One of these applications is the monitoring of the cloud coverage in images 

relying on the cloud mask information. These masks, included in the Brazil Data Cube 

(BDC) repository, make it possible to evaluate, according to Polidorio et al. (2005), 

eventual interferences in the images, which reduce the radiometric responses or cause the 

complete occlusion of features, either by the clouds themselves or by the projected 

shadows. 
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Lucena [et al. 2020] developed a tool for visualization of cloud coverage 

implemented in Brazil Data Cube, called Brazil Data Cube Cloud Coverage (BDC3) 

viewer. This tool was developed to visualize cloud coverage information based on the 

Spatio Temporal Asset Catalog (STAC) specification, such as seasonal cloud coverage 

average, total annual cloud coverage, scene, area or period with maximum or minimum 

cloud coverage, and cloud coverage timeseries.  

 In this context, aiming to contribute to the work presented by Lucena [et al. 2020], 

we present a prototype of a tool for visualizing information about cloud coverage, 

considering a given area of interest, as well as a temporal period, such as time series of 

the percentage of cloud cover, the average rate of cloud occurrence, the number of cloud-

free images, scene and period of images with cloud cover below a given threshold, area 

or period with maximum cloud coverage. 

2. Brazil Data Cube (BDC) 

Since January 2019, the BDC project is being developed by Brazil’s National 

Institute for Space Research (INPE). The project's main objective is to create 

multidimensional data cubes of analysis-ready from EO images for all Brazilian territory, 

generate land use and land cover information, as well as satellite image time series 

analysis (BDC, 2021). In the data cube generating process, two types of cubes are created: 

identity data cubes and regular data cubes. The identity data cube uses all available images 

from a single sensor, without applying a temporal compositing function, keeping all 

available images with their original acquisition dates. On the other hand, the regularly 

spaced data cubes are created using functions for temporal compositing (monthly or every 

16 days): median, average, and stack. The stack compositing function is also called the 

best pixel approach, where it consists of ranking the time step images selecting the 

observation from the best-ranked image (Ferreira et al., 2020). 

Inside BDC, the metadata about the data cubes are stored in a relational database 

called STAC (Spatial Temporal Asset Catalog). The language is an open specification 

one, based on JSON and RESTful, that was created to increase the interoperability of 

searching for geospatial data, including satellite imagery (Ferreira et al., 2020). The 

images in the STAC are organized in hierarchical levels (catalog → collections → item 

→ assets), where the cloud mask is available accessing the assets of the cube. The Catalog 

Specification provides structural elements to group Items and Collections. It is important 

to notice that Collections are Catalogs, but with required metadata and description of a 

group of related Items. The Item object represents a unit of data and metadata, 

representing a single scene of data at a given place and time, and includes Asset links, to 

enable direct access or download of the asset. The Asset is any file that represents 

information about the Earth captured in a certain space and time. 

3. Methodology 
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 The Data Cube Collection from Landsat-8/OLI was considered in this prototype. 

The choice of the collection was based on the spatial coverage of the cube and information 

availability. Here, we considered the identity data cube instead of the regular data cube. 

The regular data cube uses the best pixel composition, so, in order to obtain a faithful 

cloud information from the satellite image, the identity cube was considered. It is 

important to emphasize that the work presented refers to a prototype, and therefore, other 

collections may be considered in the future.  

 Based on each specified collection, the cloud viewer tool is being implemented in 

the BDC project using the BDC-STAC, which allows access to information about 

metadata and satellite imagery. For each collection, the cloud mask presents specific pixel 

values to represent cloudy areas. In Landsat-8/OLI, e.g., in addition to cloud and non-

cloud information, there is also shadow information in the image. Despite this, these 

prototype was developed focus only on cloud detection. 

 Based on the general specifications of the BDC-STAC, which are organized inside 

the Python library called stac.py, the cloud viewer tool proposes an extension for 

visualization of cloud coverage statistics information. The tool allows user interaction, 

and the cloud information can be obtained considering specific study areas, delimited 

through a GeoJSON  file. Figure 1 shows a flowchart of our prototype. 
  

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Architecture flowchart. 

 As it is shown in the flowchart, the user enters as input information: the collection, 

considered period, and the delimitation of the study area, which can be assessed through 

the coordinates of the bounding box or the GeoJSON vector data. From these 

specifications, the tool accesses the cloud masks through BDC-STAC by applying a series 
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of libraries in Python (see the flowchart in Figure 1). From the cloud masks, the user can 

obtain different statistical information: (a) cloud cover percentage timeseries; (b) average 

cloud percentage; (c) number of cloud-free images; (d) scene, area or period with 

maximum cloud coverage. In addition to the visual information, the tool allows the user 

to visualize the cloud mask (with coverage less than 20%, for instance), and the grouped 

generated data will be available to users for download. 

4. Results and Discussion 

  In order to illustrate the application of the tool, a case of study is presented, 

considering as study area the city of São José dos Campos throughout the collection 

processing period (January/2016 – March/2021). We analyzed our test case from for the 

Landsat collection. From 417 images, 170 images were available, and 247 were invalid 

(with only null values). Figure 2 shows the percentage of cloud cover for all available 

images from the Landsat collection. The data shows a large variation in cloud cover in 

São Jose dos Campos, where it is possible to notice a seasonal variation considering the 

oscillation in rainfall, with greater intensities from September to March, and lower 

intensities from June to August, a period regarded as of reduced rainfall. 

 
Figure 2. Cloud cover percentage from January/2016 to March/2021. 

 It is possible to observe in Table 2, running an average filter through the data, that 

the average cloud cover in São José dos Campos is 39.24%, and the widest variation in 

the data, from 0% to 99.99%, was observed on April 14, 2017 (Table 2). With our 

ptototype, using previous information, it is possible to obtain images from the Landsat 

collection without clouds, as well as the images with less than 20% of cloud coverage. 

Besides indicating the number of images with 0% or lower than 20% of clouds, it is 

important to notice that our prototype also presents the identification of the images and 

allows the user to download them. 

Table 2. Statistical metrics for January/2016 to March/2021.  

Average 

percentage of 

cloud coverage 

Maximum cloud 

coverage 

percentage 

Minimum 

coverage 

percentage 

Number of 

images without 

cloud cover 

Number of images 

with less than 20% 

of cloud cover 

39.24% 99.99% 0% 13 74 
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 Figure 3 shows the day with the highest percentage of clouds (99.99%). It 

happened on 2017-04-14 and its cube collection is named as 

LC8_30_v001_044054_2017-04-14. Its spatial map is displayed in Figure 3 (a), where 

only a small portion of the map (denoted inside the red circle) is not covered with clouds. 

This information was compared with the GOES satellite IR-4 image (Figure 3(b)) for the 

same day and it is possible to observe a cloudiness zone in the eastern portion of São 

Paulo State, possibly associated with the data found in the Landsat cubes. 

 

 

 

 

 

Figure 3. (a) - Cloud cover for São José dos Campos on 2017-04-14. The area in yellow 

represents the area covered by cloud. The red circle indicates the area in cyan, that 

represent area without clouds. (b) - GOES-13 IR-4 Channel over South America on 2017-

04-14 (INPE-CPTEC). The red circle indicates Sao Jose dos Campos. 

 Filtering the dataset in months, as shown in Figure 4, our prototype allows the 

user to obtain monthly information of cloud cover for different years, which can be 

important for planning the choice of the best study period. Based on the monthly average, 

BDC3 allows the analysis of cloud coverage considering the different seasons of the year, 

where it is possible to observe that the highest percentage of coverage generally occurs 

during summer and autumn. 

 
Figure 4 - Monthly average cloud cover considering the entire period of images available 

in the collection. 

 Based on the cloud mask obtained for each date, Figure 5 shows the accumulation 

of clouds over the last six years (2016-2021), where it is possible to generate a 

classification indicating the areas with the highest occurrence of clouds. 
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Figure 5 – Areas with a higher occurrence of cloud. The colored bars represent the 

frequency of cloud occurrence. 

5. Conclusions 

This article concerns a prototype development, and hence, is limited to presenting some 

applications for the cloud masks of the Brazil Data Cube project. The results presented 

show the potential of the tool for the evaluation of seasonal weather behaviors, such as 

cloud cover. Therefore, it is projected as a useful functionality for the BDC, as it will 

allow the performance of multicriteria analysis based on its integration with further 

available tools. The next steps to be developed regard improving the script and integrating 

the tool to the BDC Portal, as an interactive online platform. 
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Abstract. Geodetic networks provide the positional basis for geospatial data 

collection. Outlier identification is a routinely task in quality control of 

geodetic networks. In this work, we proposed a meta-classifier approach for 

outlier identification in a leveling network. Based on Monte Carlo methods, 

we created a database combining results and features originally from both 

Iterative Data Snooping and Minimum L1-norm, usual methods of outlier 

identification in geodetic networks. Promising results pointed a higher 

accuracy of our Multilayer Perceptron-based meta-classifier in relation to 

them. In addition to many relevant points raised for future work, these results 

highlight the potential of this research and justify its continuity. 

1. Introduction 

A geodetic network is a set of points with high precision coordinates that materialize a 

reference system. Geodetic networks provide the positional basis for geospatial data 

collection. Production and quality assessment of geospatial datasets highly relies on data 

and coordinates derived from geodetic networks. If the reference geodetic network 

coordinates (horizontal and/or vertical) are not of appropriate quality, there is a potential 

for high positional error propagation in the geoinformation derived from it.  

 Being m and n the quantity of observations and parameters (unknowns) 

respectively, Amxn the design matrix, xnx1 the vector of unknowns, lmx1 the vector of 

observed values, vmx1 the observational residuals vector, 𝚺𝐥 the covariance matrix of 

observations, 𝜎0
2 the a-priori variance factor of unit weight and Pmxm the weight matrix 

of observations, the mathematical model of a geodetic network may be defined as: 

𝐴𝑥 = 𝑙 + 𝑣;   𝑃 = 𝜎0
2 ∗ Σ𝑙

−1                                                      (1) 

 The Least Squares (LS) is the default method for the adjustment computation of 

geodetic observations. It minimizes the sum of the weighted squared residuals: 

𝐿𝑆: 𝑣𝑇𝑃𝑣 = 𝑚𝑖𝑛                                                               (2) 

 However, LS parameters estimation is of poor quality when outliers are present 

in the set of observations (Ghilani 2010). Hence, outlier identification is a routinely task 

in quality control of geodetic networks (Klein et al. 2021). Two main approaches arise 

for outlier identification in geodetic networks: tests based on LS residuals and other 

robust estimation criteria. About the first approach, as a variation of the pioneering Data 
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210



  

Snoping procedure of Baarda (1968), the Iterative Data Snooping (IDS) (Teunissen 

2006) is the best-established outlier identification procedure in the geodetic literature. 

 In IDS, considering LS results and independent geodetic observations, if the 

maximum absolute normalized residual is higher than a user-controlled critical value 

wIDS, the respective observation is classified as outlier and usually removed from the 

sample of observations. This procedure is repeated iteratively until no outlier is found. 

Being vi the observation residual and 𝜎𝑣𝑖
 its respective standard-deviation, the absolute 

normalized residual of i
th

 observation is given by: 

𝑤𝑖 =
|𝑣𝑖|

𝜎𝑣𝑖

                                                                    (3) 

 Differently from LS, robust estimators are in general more “resistant” to outliers. 

Minimum L1-norm (ML1) is one of the standard robust estimation methods in geodetic 

networks. Being p the weights vector of independent observations, the ML1 deals with 

the minimization of the sum of weighted absolute residuals: 

𝑀𝐿1: 𝑝𝑇|𝑣| = 𝑚𝑖𝑛                                                             (4) 

 Alternatively, the identification of outliers under ML1 tends to provide higher 

accuracy if all observations are assumed to have the same weight (Suraci et al. 2019). In 

this article, we are calling the “regular” case as Weighted Minimum L1-norm (WML1), 

and the latter simplification of the weights as Simplified Minimum L1-norm (SML1). 

Note that Equation 4 is also valid for SML1 by making all elements of p equal to “1”.  

 In any case, ML1 may consider different criteria for outlier identification. Here 

we follow that of Amiri-Simkooei (2018): all (if any) observations with absolute 

normalized residuals higher than a user controlled critical value wML1 are classified as 

outliers. Note that differently from IDS, Minimum L1-norm is not iterative, i.e., outliers 

are identified simultaneously instead of one at a time. Here, we will call the critical 

value wWML1 when performing WML1 and wSML1 when performing SML1. 

 Meta-classifiers are classification models that aim to integrate multiple 

independently obtained base classifiers (Goldschmidt et al. 2015). As is desired in meta-

classification, IDS and WML1 accuracies in outlier identification are diverse (to some 

extend), since they vary differently with network redundancy: r=m-n (Klein et al. 

2021). Hence, it is reasonable to expect that a meta-classifier may be able to “learn” 

(model) how to properly combine information from those methods (base classifiers), in 

order to get better performance than of each method individually. 

 In this paper, we applied a machine learning algorithm for this meta-

classification task (unprecedented in geodesy). To act as the predictive meta-classifier, 

we choose a Multilayer Perceptron (MLP), a neural network with at least one hidden 

layer that tends to perform well in a wide variety of applications (Faceli et al. 2011). 

Features of our created database were composed of predictions from IDS, WML1 and 

SML1, and residuals of adjustment procedures that are part of these methods. Promising 

results pointed a higher accuracy of our proposed MLP-based meta-classifier.  

2. Materials and Methods 

In this work, we studied the leveling network configuration of Figure 1 (adapted from 

Ghilani 2010), with m=14 independent observations (height differences), n=6 

unknowns (station heights) and one fixed control station A of known height. In the 
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ascending order of observations index, the standard deviation of observations σi (in 

meters) were: [0.018, 0.019, 0.016, 0.021, 0.017, 0.021, 0.018, 0.022, 0.022, 0.021, 

0.017, 0.020, 0.018, 0.020].  

 

Figure 1. Configuration of the leveling network (adapted from Ghilani 2010) 

 In order to perform the experiments, we followed the workflow of Figure 2. It 

consists of four main stages: dataset creation, feature selection, meta-classifier training 

and evaluation. Python codes of the experiments were written and executed in (web-

based) Google Colaboratory notebooks. 

 

Figure 2. Workflow of the experiments 

 Our dataset was created based on Monte Carlo (MC) simulation. At first, given 

its matrices A and 𝚺𝐥, we simulated different MC scenarios for the analyzed geodetic 

network. Random errors of each observation ei, i=(1,2,…,m=14) were generated 

according to a multivariate normal distribution 𝐞~𝑁 0, 𝚺𝐋 . In scenarios with outlier, 

we added a gross error (with random sign) to the random error of respective randomly 

chosen observation. Magnitudes of gross errors were generated (with uniform 

distribution) in intervals from 3σi to 6σi (3-6σi) and from 6σi to 9σi (6-9σi).  

 For each MC scenario we generated the following 6 groups of m=14 features 

(each group with the same type of feature for each of the 14 observations of analyzed 

geodetic network), totaling 84 features. In binary classifications by base classifiers 

(IDS, WML1 and SML1) we adopted the values “1” if outlier and “0” otherwise. We 

adopted critical values wIDS=wWML1=wSML1=3.29, as it is a common choice in the 

literature (Suraci et al. 2021). Being i=(1,2,…,m=14), the 6 groups of features were: 

1) |vi|LS: absolute LS residual of each observation. 

2) |vi|WML1: absolute WML1 residual of each observation. 

3) |vi|SML1: absolute SML1 residual of each observation. 

4) (IDS_result)i: binary classification of each observation in IDS procedure. 

5) (WML1_result)i: binary classification of each observation in WML1. 

6) (SML1_result)i: binary classification of each observation in SML1. 

 Regarding the labels, the dataset was created with 14 target attributes, each one 

representing a binary classification (“1” if outlier, “0” otherwise) of i
th

 observation. 

Hence, we have in this paper a multi-label classification supervised learning problem. 

 We divided our dataset in two partitions: Partition 1 (for feature selection and 

meta-classifier training stages) and Partition 2 (for performance evaluation stage). For 

Partition 1, the magnitudes of gross errors were generated (with uniform distribution) 
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only in the 3-6σi interval. We simulated 400,000 MC scenarios for Partition 1 (200,000 

with no outliers and 200,000 with one outlier of magnitude 3-6σi).  

 Note, however, that outliers in real geodetic networks may have magnitudes 

higher than 6σi. Since it would not be viable to create a dataset based on an infinite 

range of outliers magnitude, we choose to consider only the “small” magnitudes (3-6σi 

interval) for Partition 1. Having our prediction model trained in such critical cases 

(closest cases to not having outlier at all), we expected that it would provide a good 

performance for the identification of “higher” outliers as well.  

 In this sense, for Partition 2 (evaluation) we also considered “higher” outliers. 

We simulated 150,000 new MC scenarios (50,000 without outliers, 50,000 with one 

outlier in 3-6σi interval and 50,000 with one outlier in 6-9σi). Table 1 summarizes MC 

scenarios of each partition. 

Table 1. Quantity of MC scenarios for dataset creation 

 0 outliers 1 outlier 3-6σi 1 outlier 6-9σi 

Partition 1 200,000 200,000 xxx 

Partition 2 50,000 50,000 50,000 

 In order to properly reduce the dataset dimensional space, but retaining 

meaningful characteristics of the original data, dimensionality reduction can be 

performed by feature selection or feature projection techniques. Although the latter 

generally has lower computational cost, it does not preserve data semantic. Therefore, 

since we intended to also check the most relevant features of our original dataset, we 

have chosen a feature selection technique for the dimensionality reduction.  

 We adapted the forward feature selection (FFS) technique (Faceli et al. 2011) 

with a new approach herein called “FFS in groups”. As by the “standard” FFS, we have 

begun feature selection with an empty set of selected features. However, here we are 

calling it “in groups” because in the first iteration, instead of generating one predictive 

model for each of the 84 features, we generated 6 predictive models, each of them 

taking into consideration one of the 6 groups mentioned with respective 14 features. 

Then, we build reduced datasets considering combinations of two different groups of 

features (instead of two different features) and so on until no new combination of 

groups showed improvement in the model accuracy. Hence, our “FFS in groups” 

approach is much less computationally expensive than “standard” FFS.  

 For “FFS in groups”, we randomly selected 300,000 instances for training and 

100,000 for validation (in Partition 1). Predictive model was composed of a fully-

connected MLP with one hidden layer of 100 neurons and learning rate of 0.001. As a 

result, the selected groups of features were (IDS_result)i and |vi|SML1 (totaling 28 

features). Thereafter, considering only these 28 features, we used all 400,000 instances 

(of Partition 1) to train the meta-classifier with the same mentioned architecture. 

 Finally, we evaluated (using Partition 2) our MLP-based meta-classifier against 

IDS, WML1 and SML1. In order to provide a fair comparison among all classifiers, the 

evaluation considered the same false positive rate α (the rate of scenarios with no 

outliers, but in which at least one outlier was identified by respective classifier) for all 

of them. At first, we computed α for our MLP previously constructed by testing it in the 

50,000 MC scenarios with no outliers. Thus, we computed the wIDS that provides the 
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same α for IDS with the procedure of Klein et al. (2021); and, we computed the wWML1 

and wSML1 that provide same α in WML1 and SML1, respectively, by the procedure of 

Suraci et al. (2021).   

3. Results and Discussion 

In MLP evaluation, we obtained α=5.09%. Then, considering this same α, we computed 

wIDS=2.87422, wWML1=3.91034 and wSML1=3.98099, and performed the evaluation of 

IDS, WML1 and SML1 with these critical values, respectively. Table 2 shows the 

accuracy and the 95% confidence interval of each classifier in evaluation experiments. 

Table 2. Accuracy of the MLP meta-classifier, IDS, WML1 and SML1 

 
MLP IDS WML1 SML1 

0 outliers (no false alarm): 94.91% (±0.21%) 94.91% (±0.21%) 94.91% (±0.21%) 94.91% (±0.21%) 

1 outlier 
3-6σi 

63.59% (±0.42%) 61.65% (±0.43%) 52.30% (±0.44%) 54.25% (±0.44%) 

6-9σi 
97.95% (±0.12%) 94.13% (±0.21%) 90.08% (±0.26%) 91.20% (±0.25%) 

 Firstly, we can verify that the MLP had the highest accuracy for both magnitude 

intervals of the outlier (3-6σi and 6-9σi). This result proves that for the analyzed 

geodetic network and considering scenarios without outliers or with one outlier, it was 

possible to obtain higher accuracy with a machine learning-based meta-classifier. 

 Moreover, even though we trained the MLP with only 3-6σi instances, we can 

see that the difference of accuracy from MLP to IDS (the second best) was even most 

significant in 6-9σi interval, which suggests that this was a good strategy for training. In 

fact, in 6-9σi interval the MLP failed less than half the times of IDS. 

 Now comparing only the classifiers from the main approaches for outlier 

identification in geodetic networks, we can see that the IDS performed the best. 

However, it is interesting to note that, although being a simplification of WML1, SML1 

had best accuracy between the two of them.  

4. Conclusions and future work 

In this work, we successfully applied meta-classification to the identification of outliers 

in a leveling network. Promising results, in addition to many relevant points raised, 

highlight the potential of this research and justify its continuity. 

 We presented a new approach to FFS, herein called “FFS in groups”, which may 

be a valuable heuristic for geodetic networks and needs further investigations. Although 

there is no guarantee that our “FFS in groups” reaches exactly the optimum feature 

selection, it makes the FFS much less computationally expensive. 

 It is remarkable that |vi|SML1 group was selected (together with (IDS_result)i) in 

feature selection, while no groups related to WML1 was selected, which means that 

only SML1 was able to improve IDS accuracy. Besides, in the evaluation of all 

classifiers, SML1 presented better performance than WML1. These results emphasize 

the need for more investigations about the SML1 for outlier identification, something 

already mentioned by (Suraci et al. 2019). 

 In special, the proposed MLP-based meta-classifier presented the highest 

accuracy among all classifiers. This suggests a promising potential for the development 
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of a new approach for outlier identification in geodetic networks, based on meta-

classification with machine learning algorithms.  

 Future works shall optimize MLP hyperparameters; test other learning models 

performing the meta-classifier; try other data granularity approaches for dataset creation 

(e.g., one geodetic observation per line, instead of one geodetic network); and consider 

features with residuals from other adjustment procedures, such as Minimum L∞-norm, 

and predictions from other base classifiers originally from Geodesy, as the Sequential 

Likelihood Ratio Tests for Multiple Outliers (SLRTMO) procedure (Klein et al., 2017).  

 Besides, we trained our meta-classifier with scenarios of no outliers and “small” 

outliers (3-6σi interval). Even though this seemed as a good strategy, other approaches 

for training must be considered, mainly for multiple outliers. In fact, experiments of this 

paper must be extended for multiple outlier scenarios.  

 Finally, meta-classification for outlier identification should be applied to other 

types of geodetic networks, such as Global Navigation Satellite Systems (GNSS) 

networks. In addition, geodetic networks with different redundancy must be considered, 

as this factor has significant influence in the accuracy of outlier identification.  
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Abstract. Marine Heatwaves (MHWs) are defined as high-impact events in
which the Sea Surface Temperature (SST) stays anomalously high during at
least five consecutive days. This events are directly related to mass mortality
of organisms, loss of benthic habitat and changes on the biological, economic
and political structure. Here we proposed to identify the occurrence of MHWs
along the Northeastern Brazilian coast, during 2002-2020. We used MODIS-
Aqua/L3SMI products for retrieving the SST, then applied spatial reductions to
obtain the temporal series for three major polygons created along the coastline.
Time series analysis was carried in order to remove seasonality effects and to
identify consecutive extreme events above 98th percentile. The obtained results
indicated the presence of eight MHWs between the years 2009, 2010, 2019 and
2020. Ultimately, all these occurrences were classified as strong, severe or ex-
treme events.

Resumo. As Ondas de Calor Marinhas (OCMs) são definidas como eventos de
alto impacto no qual a Temperatura da Superfı́cie do Mar (TSM) permanece
anomalamente alta durante pelo menos cinco dias consecutivos. Esses even-
tos estão diretamente relacionados à mortalidade em massa desses organismos,
perda de habitats bentônicos e mudanças nas estruturas biológica, econômica e
polı́tica. O presente trabalho apresenta a identificação da ocorrência de OCMs
ao longo da costa nordestina do Brasil durante os anos de 2002-2020. Foram
extraı́das as TSM dos produtos do sensor MODIS-Aqua/L3SMI, aplicando uma
redução espacial para obter as séries temporais dos três principais polı́gonos
criados ao longo da costa. As séries temporais foram analisadas para remover
os efeitos da sazonalidade e para identificar eventos extremos acima do per-
centil 98. Os resultados obtidos indicaram a presença de 8 OCMs nos anos
de 2009, 2010, 2019 e 2020. Por fim, todas as ocorrências foram classificadas
como eventos fortes, severos ou extremos.

1. Introduction
Extreme weather events of prolonged warming have intensified their effects over the years
as a consequence of climate change, causing significant impact on the environment and
species in general [Hobday et al. 2018]. Recent studies have reported anomalous seawa-
ter warming occurrences known as Marine Heatwaves (MHWs). This phenomenon is
categorized by abnormal Sea Surface Temperature (SST) conditions above the historical
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threshold for at least five consecutive days, being associated with various impacts in ma-
rine ecosystems such as increase in coral bleaching patterns [Hughes et al. 2018], mass
mortality of organisms and loss of benthic habitat [Oliver et al. 2017].

The MHWs are caused by a range of ocean-atmosphere processes with dif-
ferent spatial and temporal scales observed all around the world [Smale et al. 2019].
One of the first events documented in literature was in the northern Mediterranean Sea
[Garrabou et al. 2009], associated with the strong warm conditions over Europe in 2003.
Although ocean warming has not been uniform across the planet, there is a tendency
for the global average temperature to rise [Collins and Sutherland 2019]. Anomalous
SST records already were observed across many parts of the ocean, including the North
and South Atlantic Ocean; the western Indian Ocean; and areas of northern, central and
southwestern Pacific Ocean [Lindsey and Dahlman 2020]. Recently, MHWs were also
spotted along the South Atlantic Ocean and present a threat to our marine biodiver-
sity [Gouvêa et al. 2017, Rodrigues et al. 2019, Duarte et al. 2020]. Here we proposed
to identify the occurrence of MHWs along the northeastern Brazilian coast during 2002 -
2020, categorizing their spatial distribution and classifying their intensity.

2. Materials and methods

The study area included the entire length of the northeastern Brazilian coast, which was
partitioned into three major regions: (I) North polygon, (II) Central polygon and (III)
South polygon (Figure 1). This procedure was performed in order to optimize the detec-
tion of MHWs, considering the large spatial extent of the study area and greater processing
capability required at pixel level. Daily SST data were obtained from L3 4km MODIS-
Aqua product, with a spatial resolution of 4 km and a revisit time of 1-2 days. SST was
extracted during 2002 to 2020 considering the spatial average for each delimited poly-
gon. A quick validation procedure was performed in order to verify MODIS/Aqua SST
accuracy in relation to in situ observations. Thus, the Root Mean Squared Error (RMSE),
Coefficient of determination (R) and Bias were estimated comparing the satellite data and
in situ records from PNBOIA buoys.

Figure 1. Northeastern Brazilian coast with emphasis on the three delimited poly-
gons (I - North, II - Central and III - South) and geographic location of PNBOIA
buoys.
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SST time-series was decomposed in order to obtain its trend, seasonal and residual
components. We then performed a normalization procedure by subtracting the seasonal
component from the original series, removing the influence of periodical variations in or-
der to identify truly anomalous events [Laufkötter et al. 2020]. The thresholds defining
MHWs categories are based on the percentiles of the historical distribution of SST val-
ues in a region (e.g. 90th, 95th, 98th) [Hobday et al. 2018]. Here we defined the 98th
percentile as the threshold in order to spot only the most intense MHWs. The percentile
value was used as inferior limit for identifying anomalies with minimum duration of 5
consecutive days. In addition, intervals between continuous events of two or less days
were considered as part of the same MHW [Hobday et al. 2016].

For the MHWs classification we followed the method proposed by
[Hobday et al. 2018], which takes in consideration three parameters: (i) 90th Per-
centile threshold; (ii) MHW maximum intensity (Imax); (iii) Difference from the
climatological mean (∆T). The difference multiples between Imax and ∆T portray the
categories of MHWs: Category I (Moderate) = 1x ∆T; Category II (Strong) = 2x ∆T;
Category III (Severe) = 3x ∆T; Category IV (Extreme) = 4x ∆T. Since the identification
of the MHWs was made on the basis of the 98th percentile, the difference between the
98th and 90th threshold temperatures was added in the pixel values above 98th percentile
as a normalization procedure.

3. Results and Discussion
Satellite-derived SST presented a good correlation and accuracy in comparison to in situ
observations (Figure 2a). The SST validation provide ground-truth of satellite data via
comparisons with in situ temperature measurements in the study area [Proctor 2019].
Therefore eight MHWs (A-H) were identified during 2002 - 2020 (Figure 2b). The mini-
mum duration observed was around 6-days (MHW H) and the maximum around 19-days
(MHW E). The maximum intensities detected ranged from 1.19◦C to 2.17◦C. Most of
the MHWs were identified in austral autumn and summer, with the exception of MHW
A in late spring. It was possible to observe a higher frequency and intensity of recent
MHWs in comparison to 2009 and 2010 events (see Table 1). This finding corroborates
with IPCC statements that claim the increase in likelihood occurrence of MHWs in re-
cent years[Collins and Sutherland 2019], which must be related to human-induced global
warming [Laufkötter et al. 2020].

In terms of the marine heatwaves spatial distribution, Figure 3 shows the averaged
SST image for each MHW period and its classification according to Hobday categoriza-
tion scheme [Hobday et al. 2018]. All pixel anomaly values over 98th percentile were
classified as Strong or above, indicating that this percentile threshold is useful for spot-
ting only the most intense MHWs. The events that occurred in 2009 and 2010 were
predominantly classified as Strong with Severe excursions, and only concentrated in one
portion of the study area (South for MHW A; North for MHWs B and C). Whereas 2019
events were more diffuse and with less Severe pixel appearances, indicating wider but
more bland MHWs. Lastly, the 2020 occurrences were heavily concentrated in the north
and central portion of the study area, with Strong, Severe and Extreme excursions. This
corroborates with the already discussed IPCC statements about the increase of extreme
anomalous events occurrences. Specially, the MHWs F, G and E shows a degree of inten-
sity that can be related to the coral bleaching phenomenon [Duarte et al. 2020].
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Figure 2. (a) SST validation considering in situ observations from PNBOIA buoys
and statistical indices: bias, RMSE and R. N = Number of compared points. (b)
Daily SST positive anomalies during 2002 - 2020. Values above 98th percentile
are shown in red, with emphasis on MHWs occurrences (A, B, C, D, E, F, G and
H).

Table 1. Identified MHWs with the total duration of the event, maximum intensity
(Imax), difference between the 90th threshold from the climatological mean (∆T)
and occurrence season.

MHW Duration Imax ∆T Season
A 12 days 1.53 0.586 Spring/Summer
B 13 days 1.51 0.513 Autumn
C 7 days 1.23 0.513 Autumn
D 7 days 1.19 0.586 Summer
E 19 days 1.39 0.586 Autumn
F 9 days 1.88 0.494 Summer
G 15 days 2.17 0.494 Summer/Autumn
H 6 days 2.16 0.494 Autumn

The MHWs spatial distribuition shows an important limitation of our proposed
method. MHWs A and D - which were only identified in the South polygon time-series
(Figure 2b) - can also be observed as slightly present in the North and Central polygons
when analyzing the image products. Large-scale marine heatwaves studies often work
with finer grids than the proposed here [Laufkötter et al. 2020]. Working around the three
major polygons discussed may have lead to an underesimation of MHWs detection at
some degree. It is also important to note that although validation procedures for satellite-
derived SST adequately represents in situ observations for the study area (Figure 2a), the
presence of a negative bias of order 0.18◦C may influence this understimation. Neverthe-
less, the method proved to be efficient in identifying the more wider and intense MHWs
excursions for each region.
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Ultimately, the particular causes for this marine heatwaves occurrences still needs
to be studied. The occurrence of MHWs in Southwestern Atlantic may be associated with
anomalous wind conditions, as the formation of anticyclonic patterns already identified
as causing MHWs during the summer [Rodrigues et al. 2019]. Another paradigm is as-
sociated with the record-warming years of 2015-2016, recording one of the strongest El
Niño events. However, marine heatwaves were not identified in these respective years at
the study region. This indicates that they may be more associated with large-scale modes
of climate variability, as well as by small-scale atmospheric and oceanic forcing, such as
ocean mesoscale eddies or local atmospheric weather [Collins and Sutherland 2019].

Figure 3. (a) Averaged SST images for each MHW period and (b) MHWs spatial
distribution classified according to Hobday et al. (2018) categorization scheme.

4. Conclusions
As the worsening of climate change progresses it is expected that the frequency and inten-
sity of marine heatwaves will increase over the coming years. Therefore, studies related
to the identification and categorization of MHWs becomes more relevant in order to make
its methodology even more consistent. In this article we performed a case study applying
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some of the recent techniques discussed for MHWs topic, through an image-processing
approach for classifying its categories. In total, eight marine heatwaves were identified
along northeastern Brazilian coast with the 98th threshold during 2002-2018. Since the
forecast is for a growing rise in ocean temperatures, it is also expected that the thresholds
that define MHWs may vary within time. Our results confirm that the 98th percentile is
a safe limit for detecting intense marine heatwaves at the moment. All events occurred
during Summer or Autumn season, giving these periods a special attention in terms of
mitigating MHWs impacts. The spatial distribution of the occurrences also highlighted
the northern and central regions as the most likely to face extreme MHWs conditions. Ul-
timately, the causes for this events at northeastern Brazil are inconclusive. Further studies
will be conducted to understand what type of climatic and oceanographic variables are
associated with the occurrence of this marine heatwaves.
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Gouvêa, L. P. et al. (2017). Interactive effects of marine heatwaves and eutrophication on
the ecophysiology of a widespread and ecologically important macroalga. Limnology
and Oceanography, 62:2056–2075.

Hobday, A. et al. (2018). Categorizing and naming marine heatwaves. Oceanography,
31:13.

Hobday, A. J. et al. (2016). A hierarchical approach to defining marine heatwaves.
Progress in Oceanography, 141:227–238.

Hughes, T. P. et al. (2018). Global warming and recurrent mass bleaching of corals.
Nature, 543:373–377.
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Abstract. Livestock farming in Brazil is linked to negative social and 

environmental impacts, including deforestation, fires, food safety problems, 

and forced labor. One reason why these issues persist is a lack of 

transparency. The origin and impact of products is hidden from consumers. To 

tackle this transparency gap, we present the ‘do Pasto ao Prato’ app. 

Launched in August 2021, the app links sanitary inspection labels on beef 

products with detailed supply chain and geographic data to reveal the origin 

and risks associated with each product. By recording the shop’s location, 

users of the app contribute to a participatory initiative to improve 

transparency in meat supply chains. 

1. Introduction  

Livestock farming is a mainstay of Brazilian agriculture and culture. Brazil is the 

world’s second largest producer of beef and chicken and the fifth largest producer of 

pork (FAO, 2018). More than 2.5 million farmers raise livestock across the country, 

with ca. 80% of meat products consumed within Brazil, and the remainder exported. 

The livestock sector is, however, a major cause of negative social and environmental 

impacts. The livestock sector is the main cause of deforestation and fires across Brazil’s 

biomes (Barreto et al., 2017); it is the sector with the most cases of forced labor 

(Campos et al., 2021); and it is repeatedly affected by food safety scandals and sanitary 

concerns (Feltes et al., 2017).  

 One reason that these negative impacts continue is that they are hidden from 

downstream companies and consumers. Meat products are transported along complex 

supply chains containing many intermediaries – slaughterhouses, meat processing 

businesses, logistics companies, and retailers. When consumers select a meat product in 

the supermarket, the only information they have is the price and the branding. They do 

not know where it came from, what its impact is, and how these compare with other 

similar products. This lack of transparency prevents ‘conscientious consumerism’, 

where consumers make informed choices about the products they buy. It also removes 

the incentive for companies in the supply chain (meatpackers, retailers) to verify the 

origin and impact of the products they sell. 

 The ‘do Pasto ao Prato’ app addresses this lack of transparency. Launched in 

August 2021, the app allows shoppers to scan (sanitary inspection) labels on beef 
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products (Figure 1) and be presented with information about where that product comes 

from (i.e. which meat processing facility in the country), and how it scores on 

environmental and social indicators: deforestation, fire, forced labor, and food safety 

(breaches of sanitary law). These indicators are calculated for each meat processing 

facility using detailed, public data on supply chains and environmental and social 

impacts, including remote sensing data. By recording the location from the phone’s 

GPS, we link the slaughterhouse to the point of sale. Progressively, users of the app 

help build a map of the flow of meat products around the country (Figure 1). These data 

are ultimately published on the ‘do Pasto ao Prato’ platform 

(www.dopastoaoprato.com.br/) where they become an open-data resource for scientists, 

journalists, and civil society to understand how products with high social and 

environmental impacts propagate throughout the Brazilian economy. 

 

               

Figure 1. SIF label on meat (left), and an example of the links it allows you to 
make between the slaughterhouse and point-of-purchase (right), from field data 
collected by Repórter Brasil and Chain Reaction Research. 

2. Methods 

The ‘do Pasto ao Prato’ initiative requires first building a database of slaughterhouses 

and meat processing facilities across Brazil. Second, it requires identifying the 

sustainability impacts of products from each of these facilities (Figure 2). Third, the app 

is used to put this information in the hands of the everyday shopper, inviting them, as 

citizen scientists, to help improve transparency in the meat supply chain. 

2.1. Identifying slaughterhouses and meat processing facilities. 

To build a dataset of the location, ownership, and function of meat processing facilities 

across the country, we combined data about facilities listed in the SIF, SIE, and SISBI 

inspection systems (Table 1). These data exclude many smaller, municipal-level 

slaughterhouses, though these are responsible for only a minority of slaughter in Brazil. 

Approximately 95% cattle are slaughtered in SIF and SIE slaughterhouses (IBGE, 

2019). These data are published at: https://supplychains.trase.earth/logistics-

map?commodity=cattle.  

Table 1. Data sources used to build database of slaughterhouses and meat 
processing facilities. 

Data 
Notes 
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source 

SIF Government database of facilities handing animal products, inspected at the 

federal level. 

SIE Lists of state-inspected slaughterhouses were downloaded from state 

government websites for AL, AM, AP, BA, CE, ES, GO, MA, MG, MS, MT, 

PA, PB, PE, PR, RJ, RN, RO, SC, SP, and TO. 

SISBI-

POA 

Lists of SISBI-registered food businesses (including slaughterhouses) were 

downloaded from the SISBI website. Also known as SGSI (‘Sistema de 

Gestão de Serviços de Inspeção’) 

2.2. Calculating sustainability risks of each processing facility. 

We calculated supply chain risks for four indicators: deforestation, fire, forced labor, 

and sanitary infringements. These indicators were selected based on data availability 

and focus group user-testing during the app’s development. 

 For deforestation and fire, we report the area (in hectares) that was cleared or 

burned, respectively, in each slaughterhouse’s supply zone between 2016-2019. The 

supply zone was defined as the municipalities from which they sourced cattle, weighted 

by their sourcing per municipality (i.e. if a slaughterhouse bought 80% of its cattle from 

one municipality, and 20% from another, their supply was allocated following these 

proportions). The supply zone was identified from animal movement records, following 

(zu Ermgassen et al., 2020). The area of deforestation and fire between 2016-2019 were 

calculated at the municipal-level, using data from (INPE, 2021; Mapbiomas, 2021). To 

limit deforestation figures to cattle-driven deforestation, the deforested areas were first 

intersected with pasture expansion from (Mapbiomas, 2021). Several slaughterhouses in 

the Amazon have made commitments to eliminate deforestation from their supply 

chains and have taken steps to monitor their direct suppliers. To reflect these efforts, we 

also report in the app whether or not each facility is covered by one of these 

commitments (Monitac, 2020). 

 

Figure 2 Indicator data supplied in the do Pasto ao Prato app. The numbers are 
the ranking (1-100) of the facility supplying the scanned meat, based on each 
indicator. 

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 222-227
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 For forced labor, we report the number of suppliers to each slaughterhouse 

(2016-2019) which were reprimanded by the Ministério Público Federal (MPF) for 

using forced labor. We identified the network of properties supplying each 

slaughterhouse following (zu Ermgassen et al., 2020). These supplier lists were then 

crossed (using the CPF linked to properties sending/receiving cattle) with the forced 

labor ‘black list’ (MPF, 2020), to identify cases of forced labor among the direct and 

indirect suppliers of each slaughterhouse. 

 For sanitary infringements, we report the number of fines paid by each 

slaughterhouse (2016-2019) for breaches of sanitary hygiene and animal welfare 

legislation. These fines were downloaded from MAPA (Ministério da Agricultura, 

Pecuária e Abastecimento, 2020) and linked to each slaughterhouse, based on the 

facility’s tax identifier (CNPJ). 

 As well as providing the raw numbers (for, say, the deforested area in hectares, 

or the number of sanitary infringements), each facility is also ranked from 1-100 (from 

best to worst), depending on how it compares against other meat processing facilities 

for each indicator. These rankings help simplify the variety of complex data into simple 

metrics which shoppers can use to inform purchasing decisions. 

2.3. The do Pasto ao Prato app 

Finally, we built the do Pasto ao Prato app in the Flutter development platform (Google, 

2021). The beta-version for Android is available here: https://dopastoaoprato.com.br/. 

The app is initially focused on beef products, though we intend to extend the app’s 

functionality to also include pork and chicken in the months following the launch. 

3. Results and Discussion 

In August and September 2021, more than 650 people downloaded the app and more 

than 150 used it to register 228 beef products from 117 stores. These users were based 

in 21 states (Figure 3) and revealed the flow of beef products across the country (Figure 

4). 

 

Figure 3. The number of app users per state. Data correct as of 2021-09-20. 
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Figure 4. The flow of beef products from slaughterhouse to point of purchase 
(shown as black points). Data correct as of 2021-09-20.  

3.1 Future work 

These data are preliminary. In future, we will assess the distribution of sustainability 

risks among different cities and retail brands. We will use the lens of ‘urban 

metabolism’ to assess how supply chains differ among regions and populations 

(Garzillo, 2020). Rural areas, ‘rainforest cities’ (such as Manaus, an Amazon city of 2.1 

million people), or cities in consolidated regions are likely to have different spatial 

‘food footprints’. We hypothesize that major metropolises (often situated in coastal 

areas) may rely on food produced in distant regions, while cities in frontier areas, where 

transport infrastructure are less developed, may have a more local pattern of 

procurement and impact. While the field of urban metabolism has for several decades 

studied the flow of materials into urban areas (and the consequent environmental 

footprint of their consumption), a review in 2011 found no studies focusing on cities in 

Latin America (Kennedy et al., 2011), a key research gap filled by this work. 

 

References 

Barreto, P., Pereira, R., Brandão Jr, A., Baima, S., 2017. Os frigoríficos vão ajudar a 

zerar o desmatamento da Amazônia? Imazon & ICV, Belém, PA; Cuiabá, MT. 

Campos, A., Locatelli, P., Marcel, G., 2021. Trabalho escravo na indústria da carne. 

Repórter Brasil, São Paulo, Brazil. 

FAO, 2018. FAOSTAT: Statistical databases [WWW Document]. URL 

http://faostat.fao.org/. (accessed 1.9.14). 

Feltes, M., Arisseto-Bragotto, A., Block, J., 2017. Food quality, food-borne diseases, 

and food safety in the Brazilian food industry. Food Qual. Saf. 1, 13–27. 

https://doi.org/10.1093/fqsafe/fyx003 

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 222-227
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Abstract. This article describes the development of the IBGE Statistical Grid
in Compact Representation, an alternative structure to the original grid that
aims to  improve its  use  in  databases  and enable  new applications.  It  was
implemented  in  the  PostgreSQL+PostGIS  environment,  and  its  main
advantages  are  direct  indexing  by  cell  geocode  and  reduction  of  disk
occupancy, both during operation and during package distribution. A library
of  functions  was  made  available  along  with  the  distribution,  solving  the
encoding/decoding of cell  geocodes through simple “snap to grid”. Future
work includes developing a similar grid with Geohash-like indexing, making
geocodes shorter and hierarchical.

1. Introduction
Grid Systems are a regular-sized geospatial data structure that allows detailed analyses
independent  of  political-administrative  or operational  territorial  divisions,  while  also
meeting the need of storing data in small  and stable geographic units over time and
facilitating data from multiple origins and types (e.g., vector and raster) to be integrated
in  the  same  format.  According  to  Bueno  (2016),  standard  grid  systems  advantages
include: (1) spatiotemporal stability; (2) adaptation to spatial cutouts; (3) hierarchy and
flexibility; (4) versatility; (5) cartographic interpretation; (6) simple identification; (7)
use in modelling; and (8) minimization of MAUP1 effects.

In  2016,  the  Brazilian  Institute  of  Geography  and  Statistics  (IBGE)  made
available a grid system covering the entire national territory,  named Statistical  Grid,
composed of 7 hierarchically coupled grids and population information, which is the
official  grid  system  of  Brazil.  This  product  became  possible  due  to  technological
advances adopted in the years prior to the 2010 Population Census, such as the use of
electronic  collection  devices  that  could  capture  geographic  coordinates  and  the
development of an address database connected to the road mapping (IBGE, 2016). The
IBGE Statistical Grid included selected data from the previous census which provided a
significant increase in detail,  particularly in rural regions, compared to previous data
dissemination methodologies.

The  IBGE  Statistical  Grid  introduced  significant  advances,  including  a
Coordinate Reference System (CRS) that can cover the entire Brazilian territory in a
constant-area regular-sized grid and a methodology for aggregation and dissemination

1 The Modifiable Areal Unit Problem (MAUP) is a source of statistical bias that arises from the choice of
geospatial data aggregation unit.
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of  population  census  data  in  a  grid  system.  But  its  distribution  format  and lack  of
technical documentation have limited its applications.

This paper describes an ongoing research that aims at improving access to the
IBGE Statistical  Grid  and making it  more  computationally  efficient.  It  proposes  an
alternative structure, named Compact Representation, that can be implemented in SQL
database and have the main advantages of:

(1) Indexing the grid directly by its geocodes: the internal database cell identifier,
gid, can be the cell's name (a numeric geocode), making search and retrieval
operations much simpler and faster.

(2) Improved search and retrieval operations, due to the geocode indexing.
(3) Reduced distribution size, from 849 Mb (56 zip files) to one zip file of 47 Mb.
(4) Reduced SQL database disk usage to approximately 20% of the original size.
(5) Distribution  in  a  non-proprietary  open  format,  the  CSV,  a  universal  open

standard  that  can be opened in any data  management  and analysis  software,
unlike the original Shapefile format.

(6) A utility kit of optimized algorithms, including encode/decoding, snap-to-grid
and drawing cells.

(7) Easy modularization, providing data fragmentation and main functional modules
to any simple SQL database (e.g., SQLite in Android-OS), with no need for GIS
extensions.

(8) Caching the aggregate non-geometric data of all parent-grids.

This  research  also  reveals  some aspects  about  the  grid  that  had  to  be  obtained  by
reengineering,  given  the  lack  of  technical  documentation,  such  as  the  relationship
amongst  each  cell  and  its  cell  name  (ID).  Although  it  is  a  faithful  and  complete
reproduction  of  the  original  grid,  some decisions  are  arbitrary  (e.g.,  the  use  of  gid
instead  of  the  original  id).  All  development  was  done  in  PostgreSQL+PostGIS
environment,  and  the  application  source  code  is  available  as  Git  repository  at
http://git.osm.codes/BR_IBGE.

The  changes  made  to  the  statistical  grid  should  also  enable  its  use  as  a
multipurpose  geocode  system  (geohash).  A  geocode  can  express  approximate
geographic  coordinates  in  a  unique  identifier,  which  is  usually  small  and  human
readable.  Geocodes  can be used for  labeling,  data  integrity,  geotagging,  and spatial
indexing (KRAUSS et al., 2020; KRAUSS & ALMEIDA, 2020).

The remainder of the paper is structured as follows: Section 2 and Section 3
describes the Original  Grid and Compact  Representation specifications,  respectively,
Section 4 includes a short description of the developed algorithms and Online API, and
Section 5 concludes the paper, also indicating future research pathways.

2. Original Grid specifications
The IBGE Statistical Grid is a hierarchical grid system built over Albers Equal-Area
Conic Projection and SIRGAS2000 horizontal datum, with the main characteristic of
area  equivalence.  The  Coordinate  Reference  System  (CRS)  main  parameters  are
specified in Table 1 (IBGE, 2016).
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Table 1. IBGE Statistical Grid CRS-Albers specifications

Parameter Specification
Standard parallel 1 -2
Standard parallel 2 -22
Latitude of origin -12
Central meridian -54
False Easting 5000000
False Northing 10000000
Unit Meter

Brazil  territory  was  fully  covered  by  56  squares  of  500  km  side,  and
subsequently divided six times into squares with sides measuring 1/5 or ½ its previous
size to form the next grid, with lower scale and higher resolution, as shown in Figure 1.

Figure 1. IBGE Statistical Grid levels

On L5 and L6 geometries (1 km and 200 m, respectively) relevant data from the
2010 Population Census were added, with L5 being the default level for rural areas and
L6 for urban areas.

The  original  ID  of  any  cell  is  generated  following  the  template:
“{side}E{X}N{Y}”, where {side} equals the cell side size (200m, 1 km, 5 km, 10 km, 50
km, 100 km or 500 km), and {X} and {Y} equals the coordinates of the cell having its
corner as reference — upper right, excluding the last 2 digits, for 200m cells and lower
right, excluding the last 3 digits, for all other levels.
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The “ID_UNICO” column refers to the geometry column and is the smallest cell
of an area (200 m for urban areas and 1 km for rural areas). All other “nome_” columns
(“nome_1km”, “nome_5km”, etc.) are parent-cell references.

Table 2. IBGE Statistical Grid structure

Variable SQL Type Comments
ID_UNICO varchar(50) Cell’s unique identifier
nome_1km varchar(16) (redundant) L5 id
nome_5km varchar(16) (redundant) L4 id
nome_10km varchar(16) (redundant) L3 id
nome_50km varchar(16) (redundant) L2 id
nome_100km varchar(16) (redundant) L1 id
nome_500km varchar(16) (redundant) L0 id
QUADRANTE varchar(50) (redundant) Alternative L0 id
MASC integer Male population
FEM integer Female population
POP integer Total population
DOM_OCU integer Occupied households
Shape_Leng numeric (redundant) Shape length
Shape_Area numeric (redundant) Shape area
geom geometry Cell geometry

3. Compact Representation specifications
Most of the variables made available in the original database are redundant and could be
summarized in a more compact form. Tables 2 and 3 show the structure of the original
and compact representation.

Table 3. IBGE Statistical Grid in Compact Representation structure

Column SQL Type Comments
gid bigint NOT NULL PRIMARY KEY New unique cell identifier
pop integer NOT NULL Total population
pop_fem_perc smallint NOT NULL Female population percentage
dom_ocu smallint NOT NULL Occupied households

On the  Compact  Representation,  the  unique  ID  (“ID_UNICO”)  was  simplified  and
referred to as  gid, which structure is as follows for human-readable decimal: “{X}{Y}
{L}”, where {X} and {Y} refer to the complete coordinates of the reference-point in the
corner of the cell, always containing 7 and 8 digits respectively, and {L} refers to the
level (1 digit).

The gid column compresses all the cell reference point location information into
a single 64-bit integer and allows the indexation, not only of the smallest cell of an area,
as the Original Representation, but of all the others, creating a large and economical
cache of summarization grids.

The cell  geometry is not stored in the Compact Representation, but it can be
quickly  reconstructed  in  PostGIS  from the  gid and  CRS-Albers  specifications.  The
changes made to the Statistical Grid reduced the distribution size from 849 Mb (56 zip
files) to 1 zip file of 47 Mb. It also reduced the disk usage in the SQL database in 83%,
and the gid as index made the proposed algorithms more responsive.
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4. Algorithms and Online API
The  research  repository  (Git)  includes  source  codes  for  installing  the  Compact
Representation distribution in PostgreSQL+PostGIS environment, setting up an Online
API, conversion between the Original Grid and Compact Representation, and optimized
algorithms for manipulating these data. The algorithms include:

 Encoding/decoding: the conversion between id, gid and geometry demands a
certain level of synthetic control. There is a set of functions that deals with these
conversions.

 Snap to grid: instead of using the PostGIS geometric operations, discretization
functions are responsible for identifying in which cell a point is contained. This
process includes the conversion from point coordinates (WGS 84) to the CRS-
Albers of the grid, and the identification of the cell.

 Drawing cells: allows the visualization of the grid, using gid drawing functions. 

Some  library  functions  work  in  different  coordinate  systems,  but  all  are  internally
standardized, following the conventions:

 LatLon GeoURI,  (lat,lon,uncert)  where  lat  is  latitude,  lon  is  longitude  and
uncert is uncertainty (radius of the uncertainty disk in meters).

 Albers XY, (x,y,Level) where x and y are the Albers coordinates and Level the
hierarchical level of the grid.

 Unit IJ, (i,j,s) where i and j are indices of the "unit square grid" and s is the size
of the cell side of this grid.

Figure 2. CRS conversion description
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The Online API is based in the Geo URI internet standard (RFC 5870 of June
2010), that offers a simple and consistent interface to return information from a point or
its neighborhood. When the user input any LatLong point at Brazilian territory, the API
returns the attributes of the 1 km cell that covers that point. For instance, the location
with  coordinates  15°48'S  47°51'W and  Geo  URI  standard  "geo:-15.8,-47.86;u=500"
(where  u  equals  uncertainty  in  meters),  can  be  accessed  at  our  endpoint,
http://osm.codes/geo:-15.8,-47.86. Accessing the information of a location by the cell
geocode  would  be  possible  using  a  Geo  URI  expansion  that  establishes  consistent
conventions (Krauss et al., 2020). Using the proposed syntax, a request by cell name
would be “geo:BR_IBGE_2010: 1KME5649N9566”, although it  is a feature not yet
implemented.

5. Conclusions and future work
This ongoing research is mainly concerned at improving access to the IBGE Statistical
Grid. It proposed an alternative compact structure that reduces the distribution size and
database disk usage, while functionally reproducing the original grid data structure. The
PostgreSQL+PostGIS  application  also  includes  optimized  algorithms  for
encoding/decoding,  snap  to  grid,  drawing  cells  and  an  Online  API.  Portability  to
ArcGIS framework is also planned.

Future work includes the development of a cell coverage algorithm, that could
rapidly return the attributes of an area, such as absolute or relative population estimate.
A detailed assessment of the Compact Representation as a multipurpose geocode system
should also be carried out, although an early evaluation suggests that further adaptations
to its structure and naming scheme might be necessary (KRAUSS, 2021).
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Abstract. This work analyzed data of precipitation, days without rain, fires, 

fire risk, temperature, relative humidity, speed and direction of the wind in the 

Serra do Cipó region. The analyzes allowed us to understand the monthly and 

daily pattern of environmental conditions in the study area. The months of 

June, July and August are the driest period of the year and with the greatest 

risk of fire. On the other hand, the frequency of days with conditions of 

relative humidity, temperature, wind speed and precipitation favorable to fire 

is rare. Therefore, this characterization made it possible to identify times of 

the year and critical points of important meteorological parameters for the 

prevention and combat of fires in Serra do Cipó. 

Resumo. Este trabalho analisou dados de precipitação, dias sem chuva, focos 

de queimadas, risco de fogo, temperatura, umidade relativa do ar, velocidade 

e direção do vento na região da Serra do Cipó. As análises permitiram 

compreender o padrão mensal e diário das condições ambientais na área de 

estudo. Os meses de junho, julho e agosto compõe a época do ano mais seca e 

com maiores risco de fogo. Por outro lado, é rara a frequência de dias com 

condições de umidade relativa, temperatura, velocidade do vento e 

precipitação favorável ao fogo. Portanto, esta caracterização possibilitou 

identificar épocas do ano e pontos críticos de parâmetros meteorológicos 

importantes para a prevenção e combate de incêndios na Serra do Cipó.  

1. Introdução 

As informações ambientais oriundas de satélites, reanalises ou até mesmo medidas in 

situ podem ser utilizadas para diferentes fins, desde o monitoramento de condições 

meteorológicas extremas associadas com enchentes ou secas [Marengo et al., 2021], 

bem como para estudos de longo prazo [Marengo et al., 2021]. O entendimento dessas 

variáveis torna possível, por exemplo, o seu uso no combate aos incêndios florestais, 

uma vez que não se dispõem de estações meteorológicas capazes de registrar esses 

dados nos parques nacionais brasileiros dada a burocracia associada à sua instalação 

bem como sua manutenção. Logo, tanto dados de satélite quanto de reanálises são 

excelentes aproximações das condições reais da atmosfera e que podem ser utilizadas na 

ausência de medições in situ. Portanto, o objetivo desta pesquisa foi analisar as 

condições ambientais a partir de dados de satélite e de reanalise na Serra do Cipó/MG 

utilizando 18 anos (2003-2020) de dados diários. 
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2. Material e métodos 

2.1. Área de estudo 

O Parque Nacional da Serra do Cipó está situado na área central do Estado de Minas 

Gerais, entre as coordenadas 19º 12’ e 19º 34’ latitude sul e 43º 27’ e 43º 38’ longitude 

oeste, na parte sul da Cadeia do Espinhaço. Localiza-se nos municípios de 

Jaboticatubas, Santana do Riacho, Morro do Pilar e Itambé do Mato Dentro e faz divisa 

com Itabira. Está distante de Belo Horizonte cerca de 100 km por estrada na direção 

nordeste do Estado. A área total do Parque Nacional da Serra do Cipó é de 

aproximadamente 34.000 hectares, com um perímetro aproximado de 154 km. 

2.2. Dados 

Os conjuntos de dados diários utilizados nesse trabalho correspondem ao período de 

01/01/2003 a 31/12/2020 e foram convertidos para médias mensais (Figura 1), com 

exceção dos focos de queimadas e da precipitação que são médias mensais obtidas a 

partir dos acumulados mensais. As figuras 2 e 3 utilizam dados diários por se tratar de 

uma análise de frequência. 

Os dados diários de precipitação do MERGE/CPTEC são resultados da 

combinação entre estimativas via satélite e dados observados à superfície de diferentes 

estações meteorológicas no Brasil. Sua resolução especial é de 10 km x 10 km [Rozante 

et al., 2010]. Esses dados estão disponíveis para download em 

<http://ftp.cptec.inpe.br/modelos/tempo/MERGE/GPM/DAILY>. A partir da 

precipitação, calculou-se o Número de Dias Consecutivos Sem Chuva para cada mês 

dos anos 2003 a 2020. Para considerar um dia com sem chuva, utilizou-se o limiar de 

precipitação menor igual a 1 mm/dia. 

Os focos de queimadas diários na vegetação foram obtidos a partir do produto 

MYD14, coleção 6, detectados em imagens do satélite Aqua a bordo do sensor 

Moderate-Resolution Imaging Spectroradiometer (MODIS) [Giglio et al., 2016]. Os 

focos são representados por píxeis que mostram a ocorrência de fogo ativo durante a 

passagem do satélite e têm resolução espacial de 1 km × 1 km. Os focos foram obtidos 

no portal do Banco de Dados de Programa Queimadas do INPE, disponível em 

<http://www.inpe.br/queimadas/bdqueimadas>. 

O Risco de Fogo estima o risco diário de fogo em uma dada região a partir da 

combinação entre o número de dias sem chuva em um intervalo de 120 dias, 

temperatura máxima, umidade relativa mínima, efeito topográfico, efeito latitudinal e o 

tipo de vegetação [Setzer et al., 2019]. O RF não considera os efeitos da direção e da 

velocidade do vento, pois estas variáveis estão relacionadas à propagação do fogo. O 

modelo de RF na resolução espacial de 1 km x 1 km é um produto do Programa 

Queimadas do INPE (http://www.inpe.br/queimadas), desenvolvido na Divisão de 

Previsão de Tempo e Clima (DIPTC). 

As informações diárias de temperatura e de umidade relativa, ambas a 2 metros e 

de velocidade do vento a 10 metros são do ERA5 que representa a mais recente 

reanálise produzida no ECMWF (European Centre for Medium-Range Weather 

Forecasts) [Hersbach et al., 2020]. Essa fonte de dados fornece informações em alta 

qualidade da atmosfera global, oceânica e da superfície terrestre disponível em 
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intervalos horários, com 137 níveis de pressão vertical e resolução horizontal de 

aproximadamente 25 km. 

A separação da velocidade do vento em classes (Figura 3b) foi feita com base na 

referência da Organização Meteorológica Mundial (OMM) disponível em 

<https://library.wmo.int/index.php?lvl=notice_display&id=12407#.YSUoN45KiMp>. 

3. Resultados e Discussão 

A Figura 1 mostra as condições médias (2003-2020) do ponto de vista ambiental na 

Serra do Cipó. Nota-se na Figura 1a que o trimestre junho (24 dias), julho (29 dias) e 

agosto (24 dias) é o mais crítico, e julho, na média, é o mês com as maiores quantidade 

de número de dias consecutivos sem chuva. Do ponto de vista dos focos de queimadas 

(Figura 1b) o mês de outubro é o mais crítico, com detecção média de 20 focos 

enquanto que os demais meses não são expressivos. O Risco de Fogo (Figura 1c) 

apresenta o mesmo comportamento temporal do número de dias sem chuva, isto é, com 

o trimestre junho, julho e agosto apresentando risco alto que é favorável à ocorrência de 

queimadas do ponto de vista meteorológico. O Risco de Fogo é fortemente influenciado 

pela precipitação e isso é evidenciado pelos resultados mostrados. E por fim, a Figura 

1d corrobora as informações de número de dias consecutivos sem chuva e de risco de 

fogo mostrando que os meses de precipitação mais secos ocorrem no trimestre já citado 

anteriormente e essa variável é maior tanto no fim quanto no início do ano. A 

temperatura também acompanha esse comportamento com temperaturas menores no 

meio do ano e máximas nos meses iniciais e finais. De uma forma geral, as informações 

médias são bastante úteis porque fornecem elementos ambientais importantes sobre uma 

determinada localidade de estudo. E ao mesmo tempo podem ser utilizadas tanto para 

medidas de mitigação quanto no combate aos incêndios florestais. 

A partir dos dados diários de 01/01/2003 a 31/12/2020 é gerada a Figura 2 que 

representa a frequência para cada uma das classes. O eixo y corresponde a frequência e 

na parte superior das barras é mostrado o valor percentual. Na Figura 2a, cerca de 59% 

dos registros de temperatura estão no intervalo entre 20-25°C e 38% no intervalo entre 

15-20°C. Os valores mais extremos estão no intervalo de 25-30°C e representam apenas 

2%. Um dos elementos que favorecem à ocorrência de queimadas são temperaturas 

elevadas, principalmente aquelas acima de 30°C e as temperaturas elevadas causam o 

secamento do material combustível disponível para a queima. A umidade relativa 

(Figura 2b) por sua vez, mostra que os intervalos mais frequentes são aqueles entre 75-

90% (47%) e 60-75% (35%). Quando a umidade relativa é inferior a 30% ocorre um 

grande potencial para ocorrer uma queimada e esse valor está incluso no intervalo que 

representa apenas 1% dos registros, isto é, aquele entre 30-45%. Uma vez que há 

condições ambientais para iniciar um incêndio florestal, o cuidado que se deve ter está 

associado à sua propagação, por isso a Figura 2c mostra qual o intervalo de velocidade 

em km/h é mais frequente e cerca de 65% da velocidade encontra-se no intervalo entre 

5-11 km/h. Um máximo secundário é responsável por 30% da velocidade entre 1-5 

km/h. As velocidades mais intensas (entre 11-19 km/h) não ultrapassam 4%, e ainda 

assim, são capazes de ocasionar o espalhamento do fogo causando prejuízos a flora e a 

fauna, bem como danos materiais, sociais e econômicos. As menores velocidades, isto 

é, entre 0-1 km/h representam apenas 1%. Com relação à variável precipitação (Figura 

2d), cerca de 89% dela encontra-se na classe de valores entre 0-10 mm/dia. Por outro 

lado, os valores extremos (entre 30-40 mm/dia) são raros e representam apenas 1% dos 
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registros, nesse levantamento foi possível identificar que existem chuvas volumosas na 

Serra do Cipó. Por meio da Figura 2, foi possível ter uma visão geral dos limiares 

meteorológicos mais frequentes na Serra do Cipó, principalmente, aqueles associados 

aos intervalos máximos de temperatura e mínimo de precipitação porque são elementos 

chave no monitoramento para evitar a ocorrência de incêndios florestais. Portando, uma 

vez conhecidos os limiares mais críticos das variáveis monitoradas e no caso desses 

limiares serem ultrapassados, medidas de prevenção e combate ao fogo devem ser 

adotados. 

A partir dos dados diária de 01/01/2003 a 31/12/2020 é obtida a frequência da 

direção e velocidade do vento (Figura 3). Nota-se a predominância da direção (Figura 

3a) ENE (East-Northeast) com máximo secundário de E (East). É importante salientar 

que o vento é de onde ele vem e não para onde ele vai, ou seja, a direção de onde o 

vento vem é de ENE e segue para WSM (West-Southwest). Essa predominância de 

direção é decorrente do sistema de Alta Pressão Subtropical do Atlântico Sul que está 

localizado em torno de 30°S que contribui ou não (depende da época do ano) para a 

entrada de umidade no continente [Satyamurty et al., 1998]. Ao realizar a categorização 

da velocidade do vento (Figura 3b) em classes, encontram-se quatro que variam desde 

velocidades abaixo de 1 km/h até 19 km/h. Porém, a classe brisa leve, a mais 

predominante, é aquela em que a velocidade está entre 6-11 km/h com 63% de 

predominância. Logo em seguida, tem-se a classe aragem com 32% de ocorrência 

contida no intervalo entre 1-5 km/h. As velocidades mais intensas correspondem a 4% 

do total e variam entre 12-19 km/h. De certa forma, as diferentes classes favorecem ao 

espalhamento do fogo em maior ou menor intensidade. 

 

Figura 1. Média mensal (2003-2020) de (a) Número de Dias Sem Chuva, (b) 
Focos de Queimadas, (c) Risco de Fogo e (d) Precipitação (mm/mês) e 
Temperatura (°C) na Serra do Cipó/MG. 
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Figura 2. Histograma de (a) Temperatura (°C), (b) Umidade Relativa (%), (c) 
Velocidade do vento (km/h) e (d) precipitação (mm/dia) na Serra do Cipó/MG. A 
frequência foi feita utilizando os dados diários. O eixo y representa a 
frequência e no topo das barras está o valor percentual. 

 

 
 

Figura 3. (a) Direção (graus) e velocidade (km/h) predominante do vento e (b) 
classificação da velocidade do vento na Serra do Cipó/MG. A frequência foi 
feita utilizando os dados diários. 

4. Conclusão 

Neste trabalho foi feito um estudo a partir de dados diários entre os anos 2003 e 2020 

utilizando diferentes variáveis ambientais na Serra do Cipó por meio de análises de 

valores médios mensais e de frequências. Os resultados mostraram que os valores 

médios mensais podem ser utilizados como informações de mitigação e de combate aos 

incêndios florestais. Isso ocorre porque a partir do monitoramento diário que fornece os 

valores observados é possível realizar a comparação com os valores médios e assim 

mensurar a sua magnitude para mais ou menos. A análise de frequências das variáveis 

meteorológicas a partir dos dados diários evidenciou as classes mais importantes, bem 

como aquelas mais extremas que representaram as menores porcentagens. Conhecer 

essas classes mais extremas é importante porque são os limiares em que os incêndios 
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florestais ocorrem com mais frequência, ou seja, temperaturas mais elevadas, maior 

velocidade do vento, baixa umidade relativa e precipitação. A direção predominante na 

Serra do Cipó é de ENE (East-Northeast) por conta da atuação do sistema de Alta 

Pressão Subtropical do Atlântico Sul que dependendo da época do ano é responsável 

pela entrada de umidade nesse local. 
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Abstract. The improvement of the Global Navigation Satellite System (GNSS) 

positioning allowed to observe the Earth's geophysical processes such as, the 

vertical crustal movements. These movements disturb the vertical component 

of the tide gauge position and, consequently, contaminate sea level 

observations. The present work analyzed the trends of vertical crustal 

movements in the Brazilian Vertical Datum in Imbituba-SC through the 

Geodetic Reference System for the Americas (SIRGAS) and the Nevada 

Geodetic Laboratory (NGL) solutions with the purpose of correcting the tide 

gauge data in Imbituba-SC. The results indicated a trend of subsidence of the 

crust and mean sea level rise. 

Resumo. O aperfeiçoamento do posicionamento Global Navigation Satellite 

System (GNSS) permitiu observar processos geofísicos da Terra como o 

movimento vertical da crosta. Esses movimentos perturbam a componente 

vertical da posição dos marégrafos e, consequentemente, contaminam as 

observações do nível do mar. O presente trabalho analisou as tendências de 

movimentos verticais da crosta no Datum Vertical Brasileiro de Imbituba-SC 

através das soluções do Sistema de Referencia Geodésico para as Américas 

(SIRGAS) e do Nevada Geodetic Laboratory (NGL) com o propósito de 

corrigir os dados maregráficos em Imbituba-SC. Os resultados indicaram uma 

tendência de subsidência da crosta e elevação do nível médio do mar. 

1. Introdução 

O aperfeiçoamento do posicionamento Global Navigation Satellite System 

(GNSS) permitiu o estabelecimento de um conjunto de estações geodésicas de alto 

desempenho e operação contínua que proporcionam a determinação de coordenadas 

com precisão milimétrica ao longo do tempo. Na Geodésia, o GNSS é amplamente 

empregado para determinar processos de deformação da Terra, como por exemplo, os 

movimentos de placas tectônicas e de deformação vertical da crosta. De acordo com 

[Dalazoana 2006], o monitoramento GNSS contínuo da posição geocêntrica de 

marégrafos permite referenciar o nível do mar observado pelo marégrafo num Sistema 

Geodésico de Referência (SGR) geocêntrico e, consequentemente, ser integrado com 
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observações de altimetria por satélite. Nessa direção, no Brasil, foram instaladas 

estações de monitoramento contínuo da Rede Brasileira de Monitoramento Contínuo 

(RBMC) nas proximidades de cada marégrafo da Rede Maregráfica Permanente para 

Geodésia (RMPG). 

Segundo [IPCC 2021], o nível médio global do mar aumentou 0,20 m entre 1901 

e 2018. A tendência média do aumento do nível do mar foi de 1,3 mm/ano entre 1901 e 

1971, aumentando para 1,90 mm/ano entre 1971 e 2006, e aumentando ainda mais para 

3,70 mm/ano entre 2006 e 2018. Esses valores indicam uma aceleração do aumento do 

nível do mar global com o decorrer dos anos e que deverá continuar ao longo do século 

XXI. Entre as principais causas desse aumento, destaca-se o aquecimento climático que 

provoca a perda de gelo do continente e a expansão térmica dos oceanos.  

 Os marégrafos, por estarem fixados na crosta terrestre, também registram 

movimentos tectônicos. Desse modo, quando se pretende determinar a variação do nível 

médio do mar, as observações maregráficas precisam ser corrigidas dos movimentos 

verticais da crosta. No Brasil, a discriminação dos movimentos da crosta baseada no uso 

combinado de observações maregráficas, de altimetria por satélite e da componente 

vertical GNSS, é um assunto que já vem a algum tempo sendo estudado principalmente 

no Datum Vertical de Imbituba-SC. Destacam-se os trabalhos de [Dalazoana 2006; Da 

Silva 2017 e Giehl 2020]. Desse modo, a ideia central do presente trabalho é analisar as 

diferenças de movimentos verticais da crosta no Datum Vertical Brasileiro de Imbituba 

(DVB-IMBT) determinadas a partir das soluções GNSS processadas pelos centros de 

processamento Sistema de Referencia Geodésico para as Américas (SIRGAS) e do 

Nevada Geodetic Laboratory (NGL) a fim de verificar as variações locais do nível do 

mar. 

 2. Metodologia 

2.1. Área de Estudo 

As localizações do marégrafo (RMPG IMBT) e da estação GNSS (RBMC 

IMBT) em Imbituba-SC são apresentadas na Figura 1. Ambos os instrumentos se 

localizam a uma distância de, aproximadamente, 648 metros um do outro. 

 

Figura 1. Localização do Marégrafo da RMPG e da Estação GNSS da RBMC em 

Imbituba-SC 
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2.2. Rede SIRGAS-CON 

Atualmente, o SIRGAS está materializado por uma rede ativa de cerca de 400 

estações GNSS distribuídas nos países do continente americano, formando a rede 

SIRGAS-CON, cujo objetivo é fornecer coordenadas (associadas a uma época de 

referência específica) e suas variações ao longo do tempo (velocidades das estações) 

[SIRGAS 2021]. No Brasil, todas as estações da RBMC fazem parte da rede 

SIRGAS-CON. O estabelecimento e manutenção de estações da RBMC são de 

responsabilidade do Instituto Brasileiro de Geografia e Estatística (IBGE) e sua 

situação operacional é redimensionada por questões logísticas dentro do próprio 

IBGE, sendo suas estações subdivididas em: estações operantes; estações em estado 

de advertência; estações inoperantes; e estações inativas [IBGE 2021b]. 

As coordenadas das estações da rede SIRGAS-CON são processadas 

semanalmente visando à estimação da posição semanal instantânea e estão associadas 

a diferentes épocas e referidas a diferentes soluções do International Terrestrial 

Reference Frame (ITRF). Desse modo, para analisar a variação temporal das 

coordenadas semanais é necessário reduzir à mesma época de referência e à mesma 

realização. Após realizar esse procedimento, as coordenadas são compatíveis ao nível 

milimétrico [SIRGAS 2021]. 

Para aplicações práticas e científicas que requeiram a variação das coordenadas 

de referência ao longo do tempo, o SIRGAS disponibiliza as soluções multianuais 

(coordenadas + velocidades) [SIRGAS 2021]. As coordenadas provenientes da 

solução multianual referem-se ao ITRF mais atual e uma época específica de 

referência. No presente trabalho, foi empregada a solução multianual SIRGAS para a 

estação da RBMC de Imbituba-SC denominada de SIR17P01 alinhada ao IGS14, 

época 2015.0 e associada ao período que compreende desde 17/04/2011 a 28/01/2017 

[Sánchez 2017]. A tendência de movimento vertical da crosta já é fornecida pela 

solução SIR17P01. 

2.3. Soluções GNSS diárias NGL 

O Nevada Geodetic Laboratory (NGL), fornece soluções diárias GNSS, 

denominadas de NGL14, que são processadas pelo software GipsyX (versão 1.0) do 

JPL (Jet Propulsion Laboratory). São fornecidas soluções para mais de 17.000 

estações distribuídas globalmente [Blewitt, Hammond, e Kreemer 2018a]. 

O método de processamento utilizado pelo NGL é o Posicionamento por Ponto 

Preciso (PPP) e os dados são vinculados ao referencial IGS14 (ITRF2014) com base 

na posição da época de 2013,9713. Mais detalhes pertinentes à estratégia de análise 

de dados GNSS empregada para se obter a solução NGL14 podem ser vistos em 

[Blewitt, Hammond, e Kreemer 2018b]. O Système d’Observation du Niveau des 

Eaux Littorales (SONEL) armazena as soluções GNSS geradas pelo NGL.  

2.4. Tratamento matemático dos dados maregráficos 

Após a aquisição dos dados maregráficos de Imbituba-SC da RMPG [IBGE 

2021a] foram removidos os valores discrepantes (outliers) de nível d’água por meio 
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da regra ±3σ e o preenchimento das lacunas por meio de marés sintéticas (MSs) 

produzidas a partir dos valores observados pelo marégrafo digital de Imbituba-SC, 

entre março de 2002 a dezembro de 2015. Mais informações sobre as MSs podem ser 

vistas em [Kelley 2019]. A escolha do período da série maregráfica de 2002 a 2015, 

deve-se ao fato dos dados não apresentarem nenhum indício de alteração na 

referência de origem das leituras (ou seja, do zero do marégrafo). Constatou-se uma 

presença de 0,28% de outliers contidos na série temporal maregráfica. 

Após o preenchimento das lacunas pelas MSs, os dados maregráficos foram 

corrigidos dos efeitos atmosféricos de alta e baixa frequências, a partir do modelo 

Dynamic Atmospheric Corrections (DAC). [Fenoglio-Marc, Braitenberg, e Tunini 

2012; Cipollini et al. 2016] realizaram a correção dos efeitos atmosféricos nos dados 

maregráficos a partir do modelo global DAC, que consiste na resposta barotrópica do 

oceano às forças de vento e pressão atmosférica estimadas pelo modelo Mog2D-G 

por períodos inferiores a 20 dias e a aproximação do barômetro inverso por períodos 

mais longos. O modelo de DAC é produzido pela Divisão de Oceanografia Espacial 

do Collecte Localization Satellites (CLS) e sua distribuição é realizada pela 

Archiving, Validation and Interpretation of Satellite Oceanographic data (AVISO) 

[Bosch, Dettmering e Schwatke 2014]. Na sequência, aplicou-se o filtro passa-baixa, 

por meio do desenvolvimento de um script em linguagem R, para a remoção das altas 

frequências restantes nas observações maregráficas descrito por [Pugh 1987]. Por 

fim, aplicou-se a regressão linear para determinar a tendência de variação do nível do 

mar observado pelo marégrafo de Imbituba-SC. 

3. Resultados 

Nas soluções GNSS, após a aquisição dos dados, também foram removidos os 

valores discrepantes (outliers) por meio da regra ±3σ e então aplicado um modelo de 

regressão linear. Observou-se que a tendência de movimento vertical da crosta em 

Imbituba-SC para o período entre 17/04/2011 e 28/01/2017, corresponde a -2,0 ± 0,70 

mm/ano de acordo com solução SIR17P01 [Sánchez e Hermann 2017] e de -1,55 ± 

0,09 mm/ano conforme a solução NGL. A Figura 2 apresenta a tendência de 

movimento vertical da crosta, obtida a partir das soluções diárias do NGL. 

 

Figura 2. Tendência de movimento vertical da crosta a partir dos dados NGL 

entre 2011 e 2017. 

As soluções do NGL apresentam algumas vantagens em relação às soluções 
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SIRGAS como uma maior resolução temporal (diária) e o modo de processamento 

utilizado pelo NGL é o PPP, o qual gera soluções menos dependentes das estações 

fiduciais.  

Ao analisar a reta de regressão dos dados maregráficos entre 2002 e 2015, 

conforme apresentado na Figura 3, verificou-se uma tendência de aumento do nível 

médio do mar de 5,42 ± 1,88 mm/ano. Destaca-se que, aproximadamente entre a 

metade de 2013 e a metade de 2014 houve uma aparente redução do nível do mar e na 

sequência uma elevação. Desse modo, é importante que a análise do nível médio do 

mar contemple o maior período de tempo possível. Além disso, fazem-se necessários 

maiores estudos acerca de possíveis efeitos instrumentais na série temporal de dados 

maregráficos. 

 

Figura 3. Tendência do nível do mar em Imbituba-SC de 2002 a 2015. 

Levando em conta a variação do movimento vertical da crosta, obtida a partir 

dos dados GNSS, constatou-se uma elevação do nível médio do mar em Imbituba 

entre 2002 e 2015 de 3,87 ± 1,88 mm/ano e 3,42 ± 2,00 mm/ano aplicando as 

correções do NGL e SIR17P01, respectivamente. Destaca-se que os períodos de 

tempo das séries maregráficas e GNSS são diferentes. 

4. Considerações Finais 

Verificou-se um movimento vertical da crosta em Imbituba-SC no sentido 

descendente (subsidência) tanto para as soluções do SIRGAS quanto do NGL de -2,0 

± 0,70 mm/ano e -1,55 ± 0,09 mm/ano, respectivamente. Os resultados indicaram 

uma diferença de 0,45 mm/ano entre os resultados obtidos a partir dos centros de 

processamento GNSS, no entanto, destaca-se a solução NGL por apresentar uma 

resolução diária e o método o processamento utilizado é o PPP, o qual gera soluções 

menos dependentes das estações fiduciais.  

Em relação aos dados maregráficos, observados entre 2002 e 2015, verificou-se 

a elevação do nível do mar em Imbituba-SC. 
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Abstract. The characterization of forest degradation is a challenge, mainly 

due to the highly dynamic spatio-temporal patterns. In this context, this study 

aims to assess the forest degradation coherence between DETER and JRC-

TMF data in São Félix do Xingu (PA), Brazil, from 2017 to 2020. We applied 

a cellular approach to calculate context metrics, used to analyze the 

agreement from both datasets. The results showed that the two datasets differ 

in the quantity and the coverage areas of degradation. The JRC-TMF data had 

covered a larger extent, whereas the DETER data, on average, detected more 

degraded area (km
2
) by cell. 

Resumo. A caracterização da degradação florestal é um desafio, 

principalmente, pelos padrões espaço-temporais altamente dinâmicos. Nesse 

contexto o presente estudo analisa a concordância entre dados de degradação 

florestal DETER e JRC-TMF no município de São Félix do Xingu (PA) ao 

longo de quatro anos (2017-2020). A abordagem por células foi aplicada e 

foram calculadas métricas de contexto para analisar a concordância entre os 

dados. Foi constatado que os dois conjuntos de dados diferem em quantidade 

e abrangência das áreas de degradação florestal. Os dados JRC-TMF 

demostraram maior abrangência, já os dados DETER, em média, 

demostraram maior área (km²) de degradação florestal por célula. 

1. Introdução 
Perturbações nas florestas tropicais são uma importante fonte de emissões de carbono 

(Pearson et al. 2017). As principais causas dos distúrbios florestais na Amazônia 

brasileira provêm da extração insustentável de madeira (corte) e dos incêndios florestais 

(Beuchle et al. 2019). Portanto, é imprescindível saber onde e como as mudanças na 

cobertura florestal estão acontecendo, pois isso permite apoiar e planejar medidas de 

proteção e propor metas de redução, especialmente no contexto REDD + (Redução de 

Emissões por Desmatamento e Degradação Florestal) (Grecchi et al. 2017). A 

caracterização da degradação florestal é um desafio, pois estimativas precisas requerem 

longos períodos de observação para rastrear mudanças graduais da floresta causadas, 

principalmente, por fogo e exploração madeireira insustentável (Lambin 1999). A razão 

para isso reside, por exemplo, nos padrões espaço-temporais altamente dinâmicos de 

eventos de perturbação florestal, que podem ser detectados por sensoriamento remoto, 

apenas por um período limitado de tempo, devido à rápida regeneração da vegetação 

(Grecchi et al. 2017). 
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 Diante dos desafios do mapeamento da degradação florestal no Brasil e no 

mundo, o presente estudo tem como objetivo analisar a concordância entre dados de 

degradação florestal do DETER e do projeto da Comissão Europeia JRC-TMF no 

município de São Félix do Xingu (PA) ao longo de quatro anos (2017-2020).  

2. Materiais e Métodos 
2.1. Área de estudo 

A área de estudo localiza-se na região central do município de São Félix do Xingu no 

estado do Pará (Figura 1) e possui 10.600 km² (1.060.000 ha). Segundo dados de Alerta 

do DETER, acessados na plataforma Terrabrasilis 

(http://terrabrasilis.dpi.inpe.br/app/dashboard/alerts/legal/amazon/daily/), São Félix do 

Xingu somou mais de 5.800 km² de perturbações na cobertura florestal, entre 2017 e 

2020, tendo como destaque as áreas de cicatriz de incêndio florestal. 

 

Figura 1. Localização da área de estudo, São Félix do Xingu – PA. 

2.2. Base de dados 

2.2.1. DETER 

O Sistema  de  Detecção  de  Desmatamento  em  Tempo Real (DETER) foi desenvolvido 

para apoiar a fiscalização e controle do desmatamento e degradação em formações de 

floresta tropical na Amazônia. O DETER produz alertas que indicam área totalmente 

desmatada e áreas em processos de degradação. O DETER utiliza imagens do sensor 

WFI (CBERS-4, 4A/INPE e Amazônia-1), com 64 m de resolução espacial, e também 

imagens fração solo e sombra do Modelo Linear de Mistura Espectral (MLME) para 

mapear polígonos, por meio de fotointerpretação, com área mínima de 3 hectares. No 

mapeamento de cada ano, o DETER utiliza uma máscara que consiste no mapa de 

desmatamento do PRODES, do ano anterior, áreas de não floresta e hidrografia 

(Almeida et al., 2021). Os dados DETER estão disponíveis no portal Terrabrasilis 

(http://terrabrasilis.dpi.inpe.br/), em formato vetorial, a partir do ano 2016. Para esse 

estudo foram utilizados apenas os dados entre 2017 e 2020. No mesmo portal foram 

obtidos dados do PRODES, de desmatamento acumulado até 2019, e dados de áreas 
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onde não há ocorrência natural de florestas (como savanas e campinaranas), chamadas 

no PRODES de “não floresta”, para serem usados como máscara na análise dos dados 

JRC-TMF. 

2.2.2. JRC-TMF 

O Joint Research Centre (JRC), o serviço de ciência e conhecimento da Comissão 

Europeia, realizou um estudo com objetivo de mapear a extensão e as mudanças das 

Florestas Tropicais Úmidas (Tropical Moist Forests-TMF) ao longo de 31 anos 

(Vancutsem et al., 2021). Foi desenvolvido um sistema que explora os atributos 

multiespectrais e multitemporais das imagens Landsat, para identificar as principais 

trajetórias de mudança nas últimas três décadas. A metodologia é baseada em uma 

árvore de decisão sequencial procedimental, ao nível de pixel (30 m), desenvolvido e 

operado na plataforma Google Earth Engine (GEE). Os produtos resultantes estão 

disponíveis para download (https://forobs.jrc.ec.europa.eu/TMF/) e para esse trabalho, 

foram utilizados os dados de Ano de Degradação, que fornece informações sobre o ano 

quando ocorreu o primeiro evento de degradação para cada pixel (30 m), não havendo 

sobreposição entre os pixels. 

2.3. Metodologia 

Para que os dados DETER e JRC-TMF pudessem ser comparáveis foi feita a 

harmonização das legendas das bases de dados, juntamente com estratégias para a 

compatibilização dos dados.  Primeiramente, para os dados DETER, foram excluídos 

todos os polígonos de alerta de desmatamento permanecendo apenas os polígonos de 

alerta de degradação (degradação, corte seletivo geométrico e desordenado e cicatriz de 

incêndio florestal). Outra modificação feita nos dados DETER foi a exclusão da área de 

sobreposição dos polígonos com anos anteriores, para indicar a primeira data de 

mapeamento como degradação. Essa etapa foi necessária, pois os dados JRC mapeiam o 

ano da primeira detecção de degradação, não havendo sobreposição entre os polígonos 

dos diferentes anos. No DETER, há sobreposição dos Alertas entre os anos, devido ao 

registro de recorrência dos eventos associados à degradação florestal. 

 Para cada ano, do conjunto de dados JRC-TMF, foi aplicada uma máscara 

composta pela classe de desmatamento acumulado do PRODES, que considera o ano 

anterior ao dado JRC analisado, e as áreas denominadas como “não floresta” pelo 

PRODES.  Após o preparo dos dados foram verificados e corrigidos os eventuais erros 

de topologia dos polígonos. Também foi calculada a área de cada polígono em cada 

conjunto de dados. Em seguida, os dados foram agregados a um plano celular de 2 km x 

2 km. Esse procedimento foi realizado para minimizar problemas de geometria e 

deslocamento entre os polígonos de degradação florestal, gerados nas duas bases de 

dados, devido ao uso de sensores com características diferentes e uso de distintos 

métodos de classificação. Para incorporação dos dados DETER e JRC-TMF à grade 

celular foi realizado o preenchimento de célula no software TerraView 5.6.1, com as 

seguintes operações ou métricas: 1) Presença; 2) Soma ponderada por área (km²) e; 3) 

Porcentagem da área total (%). As métricas foram calculadas para cada conjunto de 

dados em cada ano (2017 a 2020) e agregadas ao mesmo plano celular. 

3. Resultados e Discussão 
A área total de degradação florestal (km²) para os dados (ano:DETER/JRC-TMF) foi 

de: 2017: 407,59/145,11; 2018: 63,92/51,86; 2019: 45,36/28,62; 2020: 749,00/552,98. 
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Observa-se que o DETER apresenta uma maior área mapeada de degradação florestal 

em todos os anos. 

 Na abordagem por célula, ao longo do período analisado, observa-se que os 

dados JRC-TMF estavam presentes em pelo menos 70% das células, demostrando maior 

abrangência no mapeamento em relação ao DETER (Figura 2). Os dados DETER 

apresentaram porcentagens inferiores, de no máximo 33% (2020), e de no mínimo 6% 

(2018). Em praticamente todas as células com presença de polígonos de degradação do 

DETER, também foi detectada a presença de polígonos JRC-TM (Figura 3 barra verde).      

 
 

Figura 2. Porcentagem de células com áreas de degradação florestal, DETER e JRC, ao 

longo do período analisado (2017-2020).  

 Quando foi analisada a proporção de área das células ocupadas pelos polígonos 

de cada base de dados (Tabela 1), constatou-se que, em média, os dados do DETER 

ocupam maior proporção da célula em todos os anos. Houve destaque para 2017, que 

apresenta 3,9% da área da célula com degradação florestal DETER, contra 1,4% para os 

dados JRC-TMF. 

Tabela 1. Proporção da célula ocupada por polígonos de degradação florestal 

DETER e JRC-TMF entre 2017 e 2020. 

     

A mesma tendência pode ser observada quando avaliamos a área (km²). Em média, 

os dados DETER ocupam maior área (km²) de degradação florestal dentro das células, 

principalmente nos anos de 2017 e 2020, quando comparado aos dados JRC-TMF 

(Figura 3). 
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Figura 3. Média de área de degradação florestal por célula (km²), ao longo do 

período analisado (2017-2020). 

 Beuchle et al. (2019) relatam subestimativas, em média, de 81% para o dado 

DETER (corte seletivo) em comparação à metodologia desenvolvidas com dados 

Landsat. Os autores argumentam que grande parte da discrepância, para a área o dado de 

extração seletiva pode ser explicada pela resolução espacial mais grosseira das imagens 

de satélite usadas pelo DETER (Beuchle et al., 2021). No entanto, no corrente estudo, 

constatou-se que dados JRC-TMF foram detectados em áreas já desmatadas ou 

classificadas como “não floresta” pelo PRODES, assim como, devido ao limitado 

período histórico de observação, a separação entre áreas desmatadas e florestas 

degradadas foi dificultada nos últimos anos (2018-atual) (Vancutsem et al., 2021). Nesta 

mesma região, Pinheiro e Escada (2013) avaliaram trajetórias de degradação florestal 

para o período de 2000 a 2009 e observaram que a maioria das áreas com indícios de 

atividade madeireira tiveram sua cobertura florestal completamente removida em até 

três anos, sendo a trajetória de corte raso predominante na região.  

 Há que se considerar que o município analisado é uma área de fronteira de 

expansão agropecuária, que desde 2000, está no ranking dos municípios com as maiores 

taxas de desmatamento da Amazônia (INPE, 2021). É uma área com histórico de 

exploração predatória de mogno nos anos 80 e 90 (Castro, 2005) e não apresenta áreas 

de plano de manejo sustentável.  Outro elemento importante que deve ser considerado, é 

que o tipo de classificação realizada pelo JRC-TMF é por pixel, o que pode gerar uma 

grande quantidade de pixels isolados ou de pequenos aglomerados de pixels que podem 

não estar necessariamente associados à degradação florestal. Uma análise mais 

detalhada com imagens de resolução espacial de maior definição deve ser realizada para 

avaliar esses padrões. 

 Mesmo utilizando imagens de média resolução espacial a abordagem de 

interpretação visual, utilizada pelo DETER, leva em consideração informações de 

contexto diferentemente de abordagens por pixels. Pinheiro et al. (2016) consideram  em 

seu estudo, que não se deve generalizar as descobertas sobre o processo de degradação 

de uma região para outra, é necessário conhecer as especificidades locais como, por 
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exemplo, o histórico de colonização o tipo e estágio de ocupação da região, o status de 

proteção e estoques de madeira.  

4. Considerações Finais 

Os resultados obtidos destacam a importância das duas bases de dados analisadas e do 

mapeamento de degradação florestal por iniciativas nacionais e internacionais, apesar da 

discrepância de área observada entre eles. Fica evidente que sistemas de alerta como 

DETER, realizado com base em interpretação visual e com equipe técnica capacitada 

para tal função, exerce um papel fundamental na geração e fornecimento de dados para 

ações de fiscalização no combate às perturbações florestais na Amazônia Legal. Já os 

dados JRC-TMF buscam soluções automatizadas e em larga escala para solucionar os 

desafios da detecção da degradação florestal ao nível de pixel. A avaliação dos dados de 

degradação florestal fornecido pelas diferentes bases, representa um passo fundamental 

nos estudos sobre esse processo. A escolha da base de dados mais adequada para uma 

determinada análise irá depender de seus objetivos e da análise prévia sobre o potencial 

e limitações dessas bases de dados para cada lugar. 
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Abstract. At the interface between concept and measurement of the 

contemporary urban phenomenon, the study presents an analysis of the spatial 

configurations of the urban structure in the Amazon using data from Terraclass 

Project, Mapbiomas Project and the IBGE Statistical Grid for the state of Pará, 

2010. For the Principal Component Analysis we use seven metrics based on 

Landscape Ecology. Biplots graphs present how variables are correlated 

between them and how they vary across sources. The results indicate that 

urbanization tends to influence the extent and the number of urban patches, as 

well as modify the circular feature, the roughness of the perimeter and the 

perimeter/area ratio.  

Resumo. Na interface entre conceito e mensuração do fenômeno urbano 

contemporâneo, o estudo analisa as configurações espaciais da estrutura 

urbana na Amazônia a partir de dados do Projeto Terraclass, Projeto 

Mapbiomas e a Grade de Estatística (IBGE) para os municípios do Pará, 2010. 

A análise multivariada de componentes principais foi realizada usando sete 

métricas elaboradas com base na ecologia de paisagem. Os gráficos biplots 

mostram como as variáveis se correlacionam entre elas e como variam entre as 

fontes. Os resultados indicam que a urbanização tende a influenciar na 

extensão e no número de manchas urbanas, bem como modificar a feição 

circular, a rugosidade do perímetro e a razão perímetro/área. 

 

1. Introdução 

 O processo de urbanização do território em escala mundial vem despertando um conjunto 

de pesquisas que visam explicar as dimensões espaciais, sociais, econômicas e ambientais 

do fenômeno urbano.  Estudos qualitativos debruçam-se sobre as diferentes práticas 

sociais geradas e transformadas por um modelo de vida urbano, bem como têm estudado 

sua relação com o espaço por meio da materialização de e em objetos geográficos que, 

por um lado, foram transformados para se adequarem ao novo estilo de vida e, por outro, 

já são criados efetivamente como objetos geográficos urbanos sobretudo na 

contemporaneidade (Lefebvre 1999). 
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  Na perspectiva quantitativa, observam-se três importantes frentes de análise, não 

excludentes, mas autônomas nas discussões entre os pares. A primeira abordagem assume 

uma perspectiva baseada na caracterização, produção e análise de diferentes fontes de 

dados sobre os diferentes usos e cobertura da terra, aos quais os espaços urbanos estão 

inclusos. A segunda, mensura espacialmente o fenômeno urbano por meio de técnicas e 

métricas espaciais de análise, a fim de identificar e comparar a expressão física/material 

do fenômeno em diferentes contextos (Trentin 2016). A terceira abordagem é mista, 

atuando na interface da relação entre a mensuração do fenômeno urbano e a tipologia dos 

dados utilizados na análise, perspectiva na qual este trabalho se insere (Alves e D’antona 

2020). 

  De forma crítica-analítica, este estudo tenciona diferentes fontes de dados que 

representam a materialidade do urbano na Amazônia paraense e discute os 

desdobramentos para a aplicação de técnicas de mensuração urbana para compreender o 

fenômeno urbano na região. Tendo como recorte temporal o ano de 2010, foram 

analisadas três fontes de dados secundárias que, em alguma medida, representassem a 

dimensão espacial da urbanização no estado do Pará, o que nos permite destacar as 

potencialidades e limitações dos dados disponíveis atualmente e suas implicações para a 

contextualização da espacialidade urbana. Partindo da necessidade de explicar a 

materialização da urbanização no espaço, bem como a multidimensionalidade de seus 

impactos e as implicações para as políticas públicas, a comparação aqui realizada, e que 

será aprofundada em estudos futuros, é relevante na medida em que contribui na 

caracterização e análise das fontes de dados espaciais disponíveis a serem utilizadas tanto 

nos estudos científicos, quanto na formulação de políticas urbanas, sendo um primeiro 

esforço de sistematização e discussão sobre as potencialidades e limitações. 

2. Método 

 Para o estudo foram selecionadas as áreas consideradas urbanas dos 143 municípios do 

estado do Pará tendo por referência o ano de 2010, segundo três fontes de dados: a Grade 

Estatística do Instituto Brasileiro de Geografia e Estatística (IBGE) composta por células 

urbanas de 200m x 200m (IBGE 2016)1; os dados matriciais de uso e cobertura da terra 

do Projeto de Mapeamento Anual do Uso e Cobertura da Terra no Brasil (Projeto 

MapBiomas) com uma resolução espacial de 30m (Projeto Mapbiomas 2020); e os dados 

vetoriais do Projeto TerraClass do Instituto Nacional de Pesquisas Espaciais (INPE) 

também com uma resolução espacial de 30m (INPE 2016). Os diferentes conjuntos de 

dados refletem distintas percepções sobre o fenômeno do urbano no Brasil, seja por meio 

de dados primários populacionais ou por meio dos procedimentos de classificação de 

imagens de satélites. A partir dessa pluralidade de tipologias serão apresentadas as 

potencialidades e limitações de cada fonte de dado. 

  Em um Sistema de Informações Geográficas (SIG), foram selecionadas as classes 

que representam o fenômeno urbano nas três fontes de dados: a mancha de ocupação 

dentro das áreas urbanas definida pelas células ocupadas com população na Grade 

Estatística do IBGE; a classe de “Infraestrutura Urbana” do Projeto MapBiomas; e a 

classe de áreas “Urbanizadas” do projeto TerraClass. As áreas selecionadas foram 

                                                 
1 A Grade de Estatística do IBGE disponibiliza os resultados Censo Demográfico 2010 em uma grade 

regular com estabilidade esapço-temporal, oferecendo maior grau de detalhamento da distribuição espacial 

da população do que os setores censitários, que oscilam sua resolução entre 12,3 m à 920m, além de permitir 

diferentes recortes espaciais ampliando as possibilidades de análise (Alves e D’antona 2020). 
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submetidas à análise utilizando métricas comumente utilizadas na disciplina de Ecologia 

de Paisagem por meio do plug-in Patch Analyst disponível no software ArcMap do pacote 

ArcGis, versão 10.9: área total das manchas urbanas (CA); perímetro total das manchas 

urbanas (TE); número de manchas urbanas (NumP), média do tamanho de todas as 

manchas urbanas (MPS), razão perímetro/área (ED2); forma ponderada pela área das 

manchas (AWMSI3); dimensão fractal da mancha urbana média (MPFD4) 

  As métricas de Ecologia de Paisagem são instrumentos importantes para 

mensuração e análise dos processos ecológicos no ambiente e em ecossistemas 

específicos (Metzger 1999). Comumente utilizada para a análise de paisagens em um viés 

bio-geo-ecológico, os procedimentos metodológicos desta disciplina ampliam os aportes 

analíticos para estudos sobre a dinâmica urbana do uso do solo, com importante 

contribuição nas discussões de planejamento urbano (Rocha, Borges, Moura, 2016). 

Tendo em vista o potencial de aplicação dessas métricas, esta abordagem é um campo a 

ser aprofundado nos estudos sobre fenômenos urbanos (Alves e D’antona 2020), visando 

sua aplicação no âmbito de políticas públicas, como também para melhor compreender o 

processo de transição urbana em curso.  

  A matriz de dados foi gerada com 143 municípios paraenses, embora 

especificamente no Projeto Terraclass foram trabalhados 141 em decorrência da ausência 

de classificação urbana em dois municípios (classe “área não observado”). A partir da 

matriz com os atributos originais e as sete métricas urbanas, foi aplicado o método 

estatístico multivariado de componentes principais (Principal Component Analysis - 

PCA), através do uso do pacote factoextra (Kassambara e Mundt 2020). No gráfico biplot 

foram adicionadas elipses de confiança em torno de duas categorias que identificam os 

dez municípios com maior e os dez com menor população urbana em 2010. 

3. Resultados 

 Os resultados obtidos na análise multivariada e apresentados nos gráficos biplots (Figura 

1) mostram três agrupamentos de variáveis. Um primeiro conjunto é composto pela área 

total (CA), o perímetro total (TE), o número de manchas urbanas (NumP) e a forma 

ponderada das manchas (AWMSI), o segundo formado pela razão perímetro/área (ED) e 

dimensão fractal (MPFD), e por último, a variável tamanho médio (MPS). O primeiro 

grupo corresponde às variáveis principais no PCA1, o componente que explica em torno 

de 50% da variância. São variáveis com correlação positiva e que orientam a elipse dos 

dez municípios com maior população urbana. O segundo e terceiro grupo, determinantes 

no PCA2, são conjuntos com correlação inversa e com grande peso na definição da elipse 

dos dez municípios com menor população urbana em 2010. No total, os dois componentes 

acumulam capacidade de explicar, em média, 75% da variância observada, sendo a razão 

perímetro/área e tamanho médio das manchas os fatores com maior contribuição no total. 

  Os resultados sugerem que o processo urbano tende a aumentar a área de ocupação 

e estimular o aparecimento de fragmentos urbanos orientados e próximos ao núcleo de 

                                                 
2 Razão entre perímetro total e área total de todas as manchas urbanas. Maiores valores indicam maior área 

de exposição das fronteiras urbanas. 
3 Os valores de AWMSI se aproximam de 1 para manchas urbanas circulares e aumentam à medida que 

ficam mais irregulares 
4 Os valores de MPFD se aproximam de 1 para formas de perímetros simples e 2 para formas mais 

complexas 
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referência, em menor proporção, manchas dispersas. Ao longo dessa trajetória os 

fragmentos urbanos perdem sua feição circular e tendem ao formato irregular. As áreas 

menos urbanizadas possuem o tamanho médio da mancha menor, mas com maior razão 

perímetro/área, trazendo em evidência o impacto dessas áreas em seu entorno. O aumento 

da zona de exposição nessas manchas urbanas menores decorre, possivelmente, pela 

característica fractal complexa que intensifica a rugosidade do perímetro. Esta abordagem 

exploratória e geral sobre a transformação da estrutura urbana na Amazônia evidencia a 

relevância de seus atributos espaciais e mostra o potencial do uso de métricas provindas 

da ecologia da paisagem para estudos urbanos, ao mesmo tempo que reforça como os 

resultados podem variar em função dos dados usados no procedimento investigativo.  

 

 

Figura 1. Análise de Componentes Principais (PCA) contendo as variáveis explanatórias 

(n = 7) e os indivíduos da amostra (n=143). Pontos em azul representam os dez municípios 
no estado do Pará com maiores populações urbanas e em vermelho as dez menores 

(2010). O tamanho da seta indica a contribuição da variável. Fonte: IBGE, 2016; INPE, 2016; 
Projeto MapBiomas, 2020. 

  A análise aplicada com os dados do Terraclass adere melhor a distribuição dos 

dez municípios mais populosos, com praticamente toda a amostra no mesmo quadrante. 

No entanto, teve a pior performance na definição da elipse dos dez municípios com menor 

população urbana. Os dados do Mapbiomas propiciaram a melhor definição nos 

municípios menos urbanizados, com somente um objeto da amostra fora do quadrante 

principal. Os dados do IBGE resultaram no agrupamento mais fraco para definição dos 

municípios mais urbanizados, com uma área de agrupamento que englobou todos os 

objetos da amostra. Do ponto de vista dos vetores, o padrão é muito similar entre as fontes, 

mas existem pequenas variações na intensidade de contribuição das variáveis (tamanho 

relativo das setas) e também nos ângulos de inclinações, sobretudo no primeiro conjunto 

de variáveis. Nota-se que essas variáveis tendem a se aproximar do segundo conjunto na 

análise do Mapbiomas e, mais fortemente, na análise do IBGE, o que significa mudanças 

nas correlações entre as variáveis.  
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  As diferenças observadas entre os pacotes de dados decorrem das metodologias 

de classificação usadas por cada fonte, que resultam em diferentes distribuições dos 

dados. A Figura 2 exemplifica como ocorrem algumas variações no processo de 

classificação do uso urbano a partir de um mapa temático do entorno da sede municipal 

de Altamira. Nota-se que o Terraclass tende a ampliar os limites da classe urbana, 

incorporando inclusive áreas sem população presente. O Mapbiomas, por sua vez, é mais 

conservador nos procedimentos classificatórios e tende a ter um recuo do seu perímetro, 

que parece ser orientado pelos níveis de densidade populacional. O IBGE, que define os 

limites urbanos por critérios político-administrativos, não representa o processo de 

transformação geográfica dos objetos, mas define com alta precisão a presença ou não da 

população naquele determinado espaço, subsidiando a aplicação de uma estrutura 

analítica que dispensa validação e que ainda possibilita a inclusão de outros atributos 

qualitativos à análise, por exemplo, acerca do volume e composição populacional.   

 

Figura 2. Classificação do uso da terra urbano pelo Terraclass e Mapbiomas sobrepostas 

a área de ocupação da população urbana no município de Altamira. Fonte: IBGE, 2016; 
INPE, 2016; Projeto MapBiomas, 2020. 

  O Terraclass mostrou-se mais abrangente e capaz de captar diferentes contextos 

urbanos, desde aglomerados em unidades de conservação, concentrações rurais ao longo 

de estradas e áreas de expansão no entorno do núcleo urbano. Portanto, mostra-se uma 

fonte promissora para estudar e discutir a urbanização extensiva e os mecanismos de 

propagação do modo vida urbana - e por isso foi eficiente em agrupar os municípios mais 

urbanizados, mensurando de maneira mais plural a área total da classe e sua estrutura 

espacial. O Mapbiomas, uma fonte que reproduz a classe urbana à sua máxima 

transformação material do espaço, oferece um conjunto de dados com baixo ruído de 

informações, o que favoreceu o processo de agrupamento das áreas menos urbanizadas. 

E os dados do IBGE, que embora tenham uma condição estrutural com certa limitação 
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teórica no seu emprego, expressa com segurança a ocupação populacional no plano 

espacial urbano, escusos de subjetividade, com boa aderência na identificação das áreas 

menos urbanizadas.   

4. Considerações finais 

 Ao analisar a estrutura espacial das áreas urbanas na Amazônia, os resultados encontrados 

indicam que há uma diferença qualitativa (elaboração) e quantitativa (análise por meio de 

métricas) dos dados que implica em diferentes resultados sobre a análise da materialidade 

espacial do fenômeno urbano. O trabalho contribui ao apresentar as especificidades das 

fontes de dados disponíveis e as oportunidades analíticas provindas do arcabouço 

metodológico consolidado nos estudos de Ecologia de Paisagem. Pelo caráter 

exploratório, entende-se que há uma vasta possibilidade de aperfeiçoamento da 

abordagem proposta, como a incorporação das áreas de ocupação rural classificados como 

setor censitário “rural-extensão urbana” na grade do IBGE e a inclusão de outras classes, 

como “mosaico de ocupações” do Terraclass, por exemplo. Com uma construção sólida 

do objeto de estudo e tendo o controle das limitações e potencialidades de cada fonte de 

dados, há possibilidades de novas abordagem investigativas que busquem a triangulação 

das informações disponíveis.  
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Abstract. The Brumadinho UFMG Platform was designed for the management
and dissemination of data and metadata concerning the lawsuits related to the
collapse of the tailings dam at the Córrego do Feijão mine, in Brumadinho-
MG. The objective is to establish a neutral and public environment to organize
and provide unrestricted access to all data from legal proceedings, considered a
public asset by the Court, to researchers and to the society in general. This work
presents the architecture developed to maintain the Platform with high availabil-
ity, usability and meeting the requirements of public information access, with an
emphasis on data management aspects through a spatial data infrastructure.

Resumo. A Plataforma Brumadinho UFMG foi projetada para o gerencia-
mento e disseminação de dados e metadados relacionados aos processos ju-
diciais referentes ao rompimento da barragem de rejeitos da Mina Córrego do
Feijão, em Brumadinho-MG. Busca-se a constituição de um ambiente idôneo
e público para organização e acesso irrestrito a todos os dados dos processos
judiciais, considerados bem público pelo Juı́zo, a pesquisadores e à sociedade
em geral. Este trabalho apresenta a arquitetura desenvolvida para manter a
Plataforma com alta disponibilidade, usabilidade e atendendo às especifici-
dades do acesso à informação pública, com ênfase nos aspectos de gerencia-
mento de dados por meio de uma infraestrutura de dados espaciais.

1. Introdução
Em 2019 ocorreu o rompimento da barragem da Mina do Córrego do Feijão em Bru-
madinho/MG, um dos maiores desastres ambientais do mundo no setor da mineração. O
rompimento da barragem de rejeitos causou a morte de 270 pessoas, a contaminação do
Rio Paraopeba com substâncias tóxicas ao longo de mais de 300km [Laschefski 2020], e
impactos como a remoção de famı́lias, danos à infraestrutura e perdas econômicas.

É evidente que diversas medidas precisam ser tomadas tanto para a prevenção
desses desastres quanto para a minimização de seus efeitos. Para cada medida se faz
necessário um conjunto abrangente de dados, que permita uma tomada de decisão efi-
ciente. No contexto especı́fico da mineração, dados sobre as zonas de risco e as con-
sequências sociais e ambientais que desastres podem gerar estão diretamente ligados à
elaboração do Plano de Ação de Emergência de Barragens de Mineração (PAEBM) e
do Plano de Segurança de Barragens (PSB) [Nicolau and Davis Jr 2019], que são obri-
gatórios, mas não de domı́nio público nem amplamente acessı́veis1.

1Vide Resolução ANM 51/2020, Resolução ANM 4/2019, Lei 14.066/2020 e Lei 12.334/2010.
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No caso do rompimento da barragem Córrego do Feijão, as consequências do
desastre foram de tal magnitude que motivaram ações judiciais referentes à reparação dos
danos em diversas dimensões. O Projeto Brumadinho UFMG foi criado em apoio ao
Juı́zo no contexto dessas ações, para avaliar os impactos e as necessidades pós-desastre,
apoiando a tomada de decisões e o provimento à sociedade de acesso a toda a informação
pública sobre os processos judiciais. O projeto é composto por 67 subprojetos, agrupados
em quatro eixos: Meio Ambiente, Infraestrutura, Socioeconômico e Saúde da População.
Cada um deles realiza levantamentos em campo e bibliográficos, estudos sistemáticos
e análises laboratoriais, gerando dados que são publicados via Plataforma. Busca-se a
constituição de um ambiente idôneo e público para depósito e acesso irrestrito a todos
os dados, considerados bem público pelo juı́zo, a pesquisadores e à população em geral
[Davis Jr et al. 2020]. Este artigo visa apresentar a Plataforma Brumadinho UFMG2, que
se dedica a receber e gerenciar o conteúdo processual, incluindo todo tipo de documento
e dado técnico-cientı́fico gerado pelos subprojetos e pelas partes do processo.

2. A Plataforma
A Plataforma Brumadinho UFMG foi projetada tendo como premissas (1) a coleta,
indexação e preparação de metadados sobre todos os documentos que compõem os pro-
cessos judiciais; (2) a facilitação do acesso e compreensão por qualquer cidadão; (3) o
acesso ao conteúdo textual por meio de uma máquina de busca, integrada a dados de
localização geoespacial e dados temporais; (4) o acesso a dados técnico-cientı́ficos geor-
referenciados por meio de uma infraestrutura de dados espaciais (IDE); (5) o provimento
de recursos de acesso também em lı́ngua inglesa, tendo em vista a repercussão interna-
cional do desastre. Todo o conteúdo da Plataforma Brumadinho UFMG é caracterizado
como informação pública, aberta e de natureza governamental, dentro do conceito da Lei
de Acesso à Informação (Lei 12.527/2011) [Brasil 2011]. Nesse sentido, a Plataforma
não estabelece qualquer restrição ao acesso a qualquer dado, nem impõe a necessidade de
identificação ou exposição de motivos por quem os acessa.

A plataforma combina o gerenciamento e acesso a dados não estruturados, prove-
nientes dos documentos de texto, e a dados cientı́ficos, em particular geoespaciais. Para
os dados não estruturados, a plataforma inclui uma máquina de busca, e conta com a
utilização de metadados descritivos sobre cada documento, sendo que tanto os documen-
tos quanto seus metadados são indexados. Por meio dos metadados, os documentos de
texto são associados às dimensões temporal (data de referência do documento, data de
inclusão no processo) e espacial (listas de topônimos associados ao conteúdo do docu-
mento). Conjuntos de dados são incluı́dos em uma IDE, que segue os padrões ISO/OGC.

A plataforma implementa três interfaces de acesso aos dados. A primeira combina
a visualização geográfica da região e de uma linha do tempo com o resultado de buscas por
palavras-chave ou buscas avançadas. A segunda3 oferece acesso sequencial, em ordem
temporal ou ordenados por outros critérios, aos documentos de cada processo. A terceira4

é tı́pica de uma IDE, oferecendo acesso direto por meio de serviços Web no padrão OGC,
bem como busca, visualização e consulta a metadados de conjuntos de dados técnico-
cientı́ficos sobre a região de Brumadinho.

2http://plataforma.projetobrumadinho.ufmg.br/
3http://plataforma.projetobrumadinho.ufmg.br/proceedings
4http://ide.projetobrumadinho.ufmg.br/
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Figure 1. Diagrama geral de fluxo de dados

2.1. Atores
Informações sobre autoria, proveniência, classificação temática e outros são metadados
obrigatórios e de fundamental importância, em um meio marcado pelo conflito judi-
cial. Foram definidos três grupos de atores responsáveis pela alimentação dos dados da
plataforma: (1) equipe de conteúdo da Plataforma Brumadinho UFMG, (2) as partes do
processo e (3) demais subprojetos do Projeto Brumadinho UFMG (Figure 1). O primeiro
grupo se destaca por também ser responsável pela carga dos documentos processuais. Os
documentos são obtidos a partir do sistema eletrônico do Tribunal de Justiça de Minas
Gerais (sistema PJe), lidos e sintetizados pela equipe, que também produz metadados
correspondentes a cada um deles. O segundo grupo representa as partes dos processos,
ou seja, a empresa responsável pelo empreendimento, o Estado de Minas Gerais e suas
organizações, o Ministério Público de Minas Gerais, e terceiras partes envolvidas, como o
Ministério Público Federal, ONGs e outras organizações sociais. O terceiro grupo inclui
os demais subprojetos do Projeto Brumadinho UFMG, responsáveis por realizar estudos
sobre as consequências do rompimento da barragem, no papel de peritos judiciais.

3. A IDE da Plataforma Brumadinho UFMG
A identificação de fonte dos dados e a disponibilidade de metadados são elementos fun-
damentais para o julgamento, em que se antevê o conflito entre as partes. Por meio da
identificação de fonte e autoria, descrição dos processos de captura e tratamento dos da-
dos, e dos mecanismos de individualização dos conjuntos de dados gerenciados em uma
IDE, é possı́vel manter visões distintas sobre os mesmos aspectos da realidade (no caso
os efeitos do rompimento da barragem), bem como manter versões temporais de dados,
para viabilizar o acompanhamento dos trabalhos de reparação.

O acervo da plataforma segue integralmente os princı́pios FAIR
[Wilkinson et al. 2016] (Findable, Accessible, Interoperable, Reusable), em geral
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utilizado em relação a dados cientı́ficos, porém estendidos pelo projeto para todo o
conteúdo organizado. Segundo esses princı́pios, os dados que fazem parte do acervo da
plataforma precisam ser (1) localizáveis, sem viés que privilegie uma fonte sobre outras,
(2) acessı́veis por qualquer cidadão, (3) interoperáveis, em formato tecnologicamente
neutro, (4) reutilizáveis, pois acompanhados de metadados registrados e indexados.

Dentro da mesma fundamentação, dados técnico-cientı́ficos produzidos no âmbito
do projeto atendem aos princı́pios de Open Science, pois os documentos técnicos (artigos,
relatórios) e os dados gerados são de acesso aberto. Dados que não se enquadrem nesses
preceitos não são publicados por intermédio da plataforma. Nesse conjunto estão dados
confidenciais e pessoais, incluı́dos nas restrições da Lei de Acesso à Informação.

3.1. Implementação
A plataforma foi implantada sob a estrutura de containers, utilizando o Docker Swarm.
Para o desenvolvimento da IDE foi escolhido o framework GeoNode, versão 3.1. O prove-
dor de serviços e dados geográficos utilizado é o GeoServer na versão 2.16, e para geren-
ciador de dados foi utilizado o PostGIS. O pycsw foi o Serviço Web de Catálogo escolhi-
do por ter certificado de conformidade pela OGC, facilitando a integração e publicação5.
Os metadados estão em conformidade com o Perfil MGB, e os dados são publicados de
acordo com os padrões Web Map Service (WMS) e Web Feature Service (WFS).

A interface foi desenvolvida com finalidade de ser neutra e atender os objetivos
gerais da Plataforma. Foi incluı́da a identidade visual do projeto e realização da adaptação
dos componentes presentes em sua interface. Em vista do público alvo da Plataforma
Brumadinho UFMG, que não é restrito a técnicos, foi desenvolvido um Guia do Usuário
que descreve as funcionalidades da aplicação e mostra como utilizar a IDE por meio de
vı́deos curtos. A internacionalização de toda a IDE foi realizada utilizando o recurso i18n
do Django, subjacente ao GeoNode, que torna os templates da aplicação traduzı́veis.

Por segurança, o GeoNode permite controlar permissões de acesso a dados e
metadados utilizando a interface do usuário. No entanto, o comportamento default en-
caminha o usuário a uma tela de login quando ele não possui permissão de acesso, criando
uma falha no fluxo de interação do usuário com a interface. Por essa razão, foram imple-
mentadas restrições de acesso no sistema e somente usuários logados podem visualizar e
acessar as funções de atualização do conteúdo do acervo. O cadastro de novos usuários
também foi limitado, no front-end e no back-end, para garantir a segurança do sistema.

3.2. Atendimento às Normas e Padrões
A Plataforma Brumadinho UFMG inclui dados estruturados e não estruturados, portanto
nas etapas de tratamento e organização dos dados foi necessário uma compatibilização en-
tre os metadados de ambos os tipos. A integração da catalogação desses dados favorece a
indexação e processamento por máquina, pois abre-se a possibilidade do desenvolvimento
de uma máquina de busca hı́brida e com maior interoperabilidade.

Como os conjuntos de dados disponı́veis na Plataforma se originam em diferentes
grupos de atores, a elaboração do modelo de metadados levou em consideração a im-
portância da caracterização da autoria e da proveniência dos dados e a compatibilização

5Respectivamente https://geonode.org/, http://geoserver.org/, https:
//postgis.net/, https://pycsw.org/
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entre metadados de diferentes tipos de dados. Foram utilizados como referência o Per-
fil MGB [CONCAR 2011] e a Norma ISO 19115-1:2014, garantindo a compatibilidade
integral com os metadados do Perfil MGB Sumarizado de 2011, que descreve o nı́vel
mı́nimo de detalhamento permitido pela normatização brasileira. Dessa forma, os dados
geoespaciais são descritos usando todos os elementos obrigatórios, e os não geográficos
apenas deixam de fora elementos como extensão geográfica e sistema de coordenadas.

Table 1. Mapeamento entre Metadados
Dados não estruturados

(documentos processuais)
Conjuntos de dados estruturados

(geográficos, tabulares, imagens geo) Correspondência com Perfil MGB

TXT1 Tı́tulo GEO1 Tı́tulo MD Metadata.identificationInfo>MD Identification.citation>CI Citation.title
TXT2 Data de produção GEO2 Data de produção MD Metadata.identificationInfo>MD Identification.citation>CI Citation.date
TXT3 Autor(es) GEO3 Autor(es) MD Metadata.identificationInfo>MD Identification.pointOfContact

TXT4 Proveniência GEO4
Identificação do
subprojeto ou parte (fonte)

MD Metadata.identificationlnfo>MD Identification.pointOfContact>
CI ResponsibleParty.organisationName

TXT5 Resumo GEO5
Descrição resumida
sobre o recurso MD Metadata.identificationInfo>MD Identification.abstract

TXT6
Descrição simplificada
(linguagem não técnica) GEO6

Descrição simplificada
(linguagem não técnica)

TXT7
Nomes de
localidades associadas GEO7 Extensão geográfica

MD Metadata.identificationInfo>MD DataIdentification.extent>
EX Extent.geographicExtent

GEO8
Sistema de referência
geográfica MD Metadata.referenceSystemInfo>MD Reference System>MD CRS

TXT8 Palavras-chave GEO9 Palavras-chave
MD Metadata.identificationInfo>MD Identification.descriptiveKeywords>
MD Keywords.keyword

TXT9
Tema, categoria,
subcategoria GEO10 Tema, categoria, subcategoria MD Metadata.identificationInfo>MD DataIdentification.topicCategory

A Tabela 1 apresenta os metadados necessários para cada tipo de conteúdo, e sua
correspondência com o estabelecido para o Perfil de Metadados Geoespaciais Brasileiros
(MGB), adotado na Infraestrutura Nacional de Dados Espaciais (INDE). Para a carga de
documentos e dados na Plataforma, foi desenvolvido um sistema de permissões apoiado
em grupos, que controla o processo de inserção de dados, impedindo assim que as partes
ou os subprojetos realizem inserções de arquivos judiciais, por exemplo. Com esses gru-
pos, é possı́vel também definir uma área intermediária para que os arquivos e metadados
sejam armazenados e revistos por membros do grupo antes de serem efetivamente publica-
dos. Dessa forma, os grupos também ganham a liberdade para desenvolverem dinâmicas
próprias de inserção, revisão e publicação de dados.

3.3. Perfil de Metadados Geoespaciais do Brasil 2.0

Em maio de 2021 foi publicado o Perfil MGB versão 2.0, buscando compatibilidade com
a ISO 19115-1:2014. A versão 2.0 inclui aplicabilidade para documentação de recursos
de diversos tipos e o fim do conceito de Perfil Sumarizado e Perfil Completo, utilizado
na Plataforma Brumadinho UFMG para composição dos metadados dos diversos tipos de
dados que os outros subprojetos produzem.

A IDE da plataforma adota o Catalogue Service for the Web (OGC CSW), im-
plementado utilizando pycsw. Esse serviço suporta os padrões da ISO 19115:2003, ISO
19139 e ISO 19119, e portanto a atual versão da IDE possui todos os dados para compor
os elementos obrigatórios do Perfil MGB 2.0. No entanto, a estrutura em que esses dados
se encontram não corresponde ao adotado na versão 2.0 do Perfil MGB. Portanto, será
necessário estabelecer um mapeamento entre versões e inserir elementos agora conside-
rados obrigatórios como, por exemplo, tipo da data, idioma, código de caracteres, perfil
de metadados e status. Pela natureza do projeto, esses valores são homogêneos para todos
os conjuntos de dados, bastando adotar valores default.
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4. Visão: acesso aberto à informação sobre áreas de risco
Percebe-se, pelo andamento dos processos judiciais e das tentativas de celebração de acor-
dos de indenização, que o custo econômico, social e ambiental de um rompimento como
o da barragem da mina do Córrego do Feijão é extremamente elevado, motivo pelo qual
ações preventivas, de fiscalização e de planejamento tornam-se obrigatórias.

A variedade de impactos e de ações de mitigação e reparação referentes aos
efeitos do desastre levou a uma ampla gama de requisitos para a coleta de dados sobre
a região afetada, bem como sua análise e interpretação no contexto do processo. Assim,
o conteúdo da Plataforma Brumadinho UFMG, ainda em evolução, constitui um acervo
inédito de informação sobre a região afetada por um desastre de grande magnitude. Esse
acervo permanecerá aberto para pesquisadores, cidadãos e órgãos reguladores, sendo que
um de seus possı́veis usos é indicar a informação necessária para caracterização de regiões
em situação de risco, tanto como parte do processo de autorização para sua instalação,
quanto para a elaboração de planos emergenciais.

É fundamental que a informação sobre as áreas de risco esteja ao alcance da so-
ciedade, em especial dos moradores das regiões potencialmente afetadas. A situação
atual, em que planos de emergência são elaborados sob uma legislação pouco exigente, e
que ficam apenas depositados junto à Agência Nacional de Mineração, sem acesso aberto,
precisa evoluir para um conjunto de práticas e padrões para o manejo desse tipo de em-
preendimento, privilegiando a segurança e a transparência. A Plataforma Brumadinho
UFMG é a primeira iniciativa desse tipo de que os autores têm conhecimento.
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Abstract. The Brazil Data Cube project (BDC) is an initiative aiming at the
production of the multidimensional data cube, analysis-ready data, through
images obtained by satellites. In addition to data products, the BDC also has
systems created to facilitate access to its data collection. Among the services
offered, the SpatioTemporal Asset Catalog (STAC) stands out, focused on
cataloging image metadata from sensors. In this sense, this work produced
data visualization features from the STAC.py library. For viewing the BDC
collections, a new class was created to render information in HTML format.
They were used the Matplotlib, Earthpy, and Holoviews libraries, both for
visualization of metadata sumarizations, as well as for visualization of images
and histograms.

Resumo. O projeto Brazil Data Cube (BDC) é uma iniciativa de produção de
cubos de dados multidimensionais, prontos para análise, a partir de imagens
de satélites. Além dos produtos de dados, o BDC também tem criado sistemas
para facilitar o acesso ao seu acervo de dados. Dentre os serviços oferecidos,
destaca-se o SpatioTemporal Asset Catalog (STAC), focado na catalogação de
metadados de imagens provenientes dos sensores. Neste sentido, este trabalho
produziu funcionalidades de visualização dos dados a partir da biblioteca
STAC.py. Para visualização das coleções do BDC, foi criada uma nova classe
para renderizar as informações em formato HTML. Foram utilizadas as
bibliotecas Matplotlib, Earthpy e Holoviews, tanto para visualização de
sumarizações dos metadados, quanto para visualização das imagens e
histogramas.

1. Introdução

A análise de imagens de Sensoriamento Remoto tem se mostrado uma
abordagem eficiente para aquisição de dados atualizados da superfície terrestre
(GOMEZ, et al., 2016). Atualmente, a comunidade científica tem acesso livre a um
amplo catálogo de imagens disponíveis em diferentes resoluções espaciais, temporais e
espectrais (FERREIRA et al., 2020). Com o intuito de facilitar as análises de séries
temporais de imagens advindas de satélites, os cientistas têm utilizado cubos de dados
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prontos para análise (Analysis-Ready Data – ARD). ARD pode ser definido como
“dados de satélite processados e organizados em uma forma que permite a análise
imediata, com mínimo de esforço ao usuário, e com uma interoperabilidade ao longo do
tempo” (SIQUEIRA et al., 2019). Além disso, o termo “cubo de dados” (em inglês,
data cube) refere-se a um conjunto de imagens temporais que apresentam seus pixels
alinhados espacialmente (APPEL; PEBESMA, 2019). O processamento de cubos de
dados ARD envolve desde a calibração radiométrica até a conversão dos dados para
reflectância de superfície (GIULIANI et al., 2017).

Neste sentido, o projeto Brazil Data Cube (BDC), desenvolvido pelo Instituto
Nacional de Pesquisas Espaciais (INPE), é uma iniciativa criada com o objetivo de
produzir uma sequência de cubos de dados multidimensionais, prontos para análise, a
partir de imagens de satélites de observação da Terra, focados em médias resoluções
espaciais. Além disso, tem como intuito a geração de informações acerca do uso e
cobertura do solo a partir de tais cubos de dados, usando machine learning e análise de
séries temporais. O BDC, atualmente, trabalha com a modelagem dos seguintes tipos de
dados advindos de diversos satélites e sensores (Tabela 1).

Tabela 1: Descrição das características dos satélites e sensores usados para
geração dos cubos de dados.

Satélite Sensor Resoluções

SENTINEL-2 MultiSpectral Image (MSI) Resolução espacial de 10 m, com 22 bandas, variando
de 0,442 µm a 2,202 µm.

LANDSAT-8 Operational Land Imager
(OLI)

Resolução espacial de 30 m nas bandas
multiespectrais (costal, azul, verde e infravermelho) e

15 m na banda pancromática.

CBERS-4 Câmera de Campo Largo
(WFI)

Resolução espacial de 64 m, com 4 bandas espectrais,
variando de 0,44 a 0,89 µm.

CBERS-4 Câmera multiespectral
regular (MUX)

Resolução espacial de 20 m, com 4 bandas espectrais,
também, variando de 0,44 a 0,89 µm.

AQUA/TERRA Moderate Resolution
Imaging Spectroradiometer

(MODIS)

Apresenta 36 bandas espectrais, onde 2 delas operam
com 250 m de resolução espacial, 5 operam com 500

m e, o restante 1 km.

Fonte: Embrapa Territorial, 2020.

Ademais, o projeto fornece um conjunto de aplicações e serviços que
possibilitam que pesquisadores e usuários tenham acesso às imagens a partir de uma
infraestrutura computacional. Dentre eles destacam-se: Web Time Series Services
(WTSS, https://github.com/brazil-data-cube/wtss.py), Web Land Trajectory Service
(WLTS, https://github.com/brazil-data-cube/wlts) e SpatioTemporal Asset Catalog
(STAC, https://github.com/brazil-data-cube/stac.py), entre outros. O STAC, produto a
ser utilizado no presente trabalho, é um serviço que especifica como os metadados dos
recursos geoespaciais são organizados, consultados e disponibilizados dentro da web,
onde seu principal foco está na catalogação de metadados de imagens provenientes dos
sensores orbitais (ZAGLIA, et al., 2019). O STAC é dividido em quatro componentes,
conforme a Tabela 2.
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Tabela 2: Descrição dos componentes do serviço STAC, do Brazil Data Cube.

Componente Descrição

Catalog Fornece uma estrutura em formato JSON que permite vincular e acessar coleções e
itens presentes dentro do STAC.

Collection É uma especialização do Catalog que permite o acesso de informações adicionais
sobre uma coleção espaço-temporal de dados.

Item É representado por uma estrutura GeoJSON que fornece os metadados de campos
adicionais, ou seja, links para entidades relacionadas e recursos (imagens,

thumbnails). Refere-se à menor unidade que descreve o dado.

Asset Refere-se a um “ativo” espaço-temporal que representa informações sobre a terra,
capturadas em um determinado espaço e tempo.

Fonte: ZAGLIA, et al., 2019.

Diante do exposto o objetivo geral do trabalho é produzir novas funcionalidades
de visualização dos dados da biblioteca STAC, de modo a facilitar a interação com o
usuário, sendo divididas em: [1] Visualização dos metadados e [2] Visualização das
imagens, conforme exposto na Figura 1.

Figura 1: Descrição dos procedimentos metodológicos aplicados para visualização
dos dados da biblioteca STAC.py.

2. Visualização dos metadados

2.1. Visualização das propriedades das coleções

No BDC, uma coleção é um objeto pertencente à classe stac.collection. Os
conceitos de classes e de objetos fazem parte de um paradigma de programação
conhecido como Programação Orientada a Objeto (POO) (BOOCH; RUMBAUGH;
JACOBSON, 2005). Em Python, linguagem utilizada no desenvolvimento da biblioteca
STAC.py, a criação dos modelos é feita por meio das classes .1

1 Uma classe é um conjunto de características e comportamentos que definem o conjunto de objetos
pertencentes à essa classe. A classe em si é um conceito abstrato, funcionando como um molde, que se
torna concreto a partir da criação de um objeto -  as instâncias das classes.
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Em relação à biblioteca STAC.py, praticamente todas as classes possuem um
método - uma função - que transforma a informação do tipo dicionário (json, dict ou
objetos baseados em dicionários) num template HTML. Como resultado, os dados que
estão em formato chave:valor podem ser visualizados de forma estruturada quando são
chamados em ambientes de computação web, como por exemplo Google Colab ou
Jupyter Notebook.

No entanto, essa renderização para HTML não ocorre para visualização de todas
as coleções de maneira unificada. Atualmente, para visualização das informações
contidas numa coleção, é necessário instanciar um objeto passando como parâmetro a
identificação de uma coleção em específico. Sendo assim, para visualizar as
informações de forma estruturada de todas as coleções presentes no catálogo do BDC,
seria necessário criar um objeto para cada coleção existente.

A falta de uma visualização estruturada e unificada para todas as coleções,
motivou a criação de uma classe do tipo allcollections. Antes, estas informações eram
expressas por meio de dicionários, dificultando o entendimento e utilização de seus
atributos. A Figura 2 apresenta como ocorre a instanciação da classe stac.allcollections
para o objeto chamado service.

Figura 2: (a) Dados Originais e (b) Renderização em HTML para visualização.

2.2. Visualização da contagem de imagens de uma coleção

As imagens presentes no Brazil Data Cube se encontram dentro de coleções.
Estas são separadas por produtos dos satélites. Para selecionar imagens de determinado
local é preciso primeiro realizar a seleção de uma coleção e filtrar por características
desejadas. Após selecionadas é possível verificar a quantidade de cenas disponíveis. Isto

Proceedings XXII GEOINFO, November 29 - December 02, 2021, São José dos Campos, SP, Brazil. p 264-269
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é possibilitado pelas informações disponíveis em forma de dicionário nas propriedades
da classe Items. Nele estão presentes informações sobre a cena, incluindo o tile do qual
as imagens pertencem, nomes das bandas disponíveis e sua data de aquisição.

Após a definição das imagens desejadas, é realizado um loop onde são
armazenadas as datas das imagens de acordo com seu mês e ano de aquisição. As
informações podem ser representadas por outras bibliotecas e em intervalos de tempo
determinado.

3. Visualização das imagens

Para a visualização das séries temporais de imagens, seus histogramas e bandas
espectrais foram utilizadas três bibliotecas: Matplotlib, Earthpy (Figura 3) e Holoviews
(Figura 4).
Figura 3: Exemplo de visualização das bandas em composição colorida, usando Earthpy

(à esquerda) e Matplotlib (à direita).

Figura 4: Exemplo de visualização dos dados de NDVI e seus histogramas, usando
Holoviews.

A Matplotlib é uma biblioteca abrangente, destinada para a criação de
visualizações estáticas, animadas e interativas em Python (https://matplotlib.org/). Já o
Holoviews é uma biblioteca em Python de código aberto projetada para tornar a análise
e visualização de dados de modo simples. Com o Holoviews, é possível expressar, em
poucas linhas de código, o que o usuário deseja fazer, permitindo assim uma
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concentração maior naquilo que deseja-se explorar e transmitir (https://holoviews.org/).
Por fim, a EarthPy é um pacote Python que torna mais fácil trabalhar com dados raster
espaciais e vetoriais usando ferramentas de código aberto, no qual seu objetivo é tornar
o trabalho com dados geoespaciais mais fácil e intuitivo para os cientistas
(https://earthpy.readthedocs.io/).

4. Conclusão

O presente trabalho teve como objetivo criar um protótipo de extensão da
biblioteca STAC.py e permitir diferentes maneiras de visualização de dados. Foram
testadas classes e bibliotecas para contribuir ao projeto. A nova classe do tipo
allcollections criada permite uma diferente visualização das informações das coleções,
facilitando a identificação de metadados para determinado recorte espaço-temporal. A
biblioteca Holoviews permitiu representar a imagem e seu histograma, auxiliando
análises visuais, além de permitir visualizações multitemporais. O Earthpy facilitou a
visualização de dados matriciais. Por fim, as extensões criadas auxiliaram no acesso de
determinadas informações presentes no BDC. Futuros trabalhos podem ser feitos nesta
linha, para complementar e auxiliar o projeto. Neste sentido, destaca-se a importância
da visualização de dados no contexto da Era do Big Data, a qual proporciona uma
apresentação gráfica da informação e uma compreensão qualitativa dos conteúdos
informativos, possibilitando o reconhecimento de padrões, tendências e relações que
existem entre os grupos de dados. Além disso, em virtude do grande volume de
produtos gerados a cada dia, a identificação e organização de metadados se mostra
relevante, pois permite a simplificação na descrição dos recursos e o entendimento das
várias facetas que existem em um ativo de informação.
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