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Abstract. Geolocation data have been widely used for the comprehension of
various social phenomena. Nowadays, such data are produced on a large scale
by people using their smartphones. However, the capture of this kind of data,
in a mobile device, can be expensive, consuming device resources. On the other
hand, the capture with low frequency may impair the quality and consistency of
the information collected. In this context, we conducted a comparative study on
the performance across different data collection frequencies to analyse the im-
pact on resource consumption and data quality. Afterwards, an evaluation was
performed in order to show the pros and cons of the different capture frequencies
and estimate a frequency best suited for different usage scenarios.

1. Introduction

Geolocation is the identification of a object’s geographical location in the real world. This
information commonly used to identify an electronic device’s physical location. Geolo-
cation data have been used to help comprehend various social phenomena. Nowadays,
this kind of data is produced in large scale by people using their smartphones equipped
with different types of sensors. Some examples of data generated by smartphones that
may contain references to locations include photos, videos and posts in social networks.
In addition, several applications retrieve user’s location data with a certain frequency, in
order to offer targeted products and services based on their locations.

Geolocation data are also used to conduct research with relevant social impact,
such as those related to transport policies, public safety, traffic engineering and other
topics related to urban planning. Moreover, this kind of data has been exploited to inves-
tigate people’s trajectories, which express characteristics of human behaviour, enabling
different kinds of studies, particularly in large urban centres [Kong et al. 2018]. Further-
more, location-based services has been using this type of data to predict the trajectory
of users to recommend products and services based on their destinations or along their
routes [Herder et al. 2014].

Although advances in mobile technology have increased the devices’ capacity,
both in terms of processing capabilities and battery life, these resources are still consid-
ered limited. In spite of this, application developers have been largely ignoring the cost
for capturing geolocation data in terms of resource consumption. Very frequent geoloca-
tion data collection may cause a significant impact on resource consumption, reducing the
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devices’ performance and providing bad experience for applications’ users. On the other
hand, low frequency captures may cause loss of crucial data. Consequently, information
derived from these data may become inaccurate or uncertain. A deeper understanding of
this tradeoff may help developers to minimise resource consumption while maintaining
levels information granularity that do not impair their analysis.

For instance, a recommender system that captures geolocated data with 60-second
frequency may lose crucial information about the user’s locomotion occurred within this
time interval, consequently offering services and information which may not be useful,
frustrating the customers. On the other hand, an application with high collection fre-
quency can considerably drain the battery of the user’s device, or slow it down. Deciding
the appropriate collection frequency is not a trivial task, since it is necessary to analyse
the impact for the application’s user and also the impact on the quality of information
that may be derived from the data. Generally, arbitrary values are assigned by developers,
without theoretical or experimental foundations.

Thus, in this work, we conducted a comparative study to observe the pros and
cons of choosing different frequencies of data collection, in terms of effectiveness and
efficiency. For this study, we developed an android application capable of collecting
geolocation data along with other sensor data from smartphones. Ten volunteers were
recruited to participate in the experiment, over a period of 4 weeks, using the application
for 5 consecutive days (weekdays) for each collection frequency. At the end of each day,
data about the consumption of smartphones’ resources were collected from the volun-
teers. We then analysed different collection frequencies and compared them based on the
consumption of smartphones’ resources and the loss of information derived for different
application scenarios. In this paper, we also discuss whether the choice of frequency has
a significant impact on these two variables and whether specific frequencies appear to be
more suitable for certain contexts.

The analysis of the tradeoff between information gain and collection efficiency
was guided based on the use of data by geolocation analysis algorithms. The main al-
gorithm used was the Dynamic Time Warping [Vaughan and Gabrys 2016], an algorithm
used for comparison and alignment of two time series, which is commonly used in ge-
olocation surveys to compare the similarity between trajectories. We also implemented
a variation of the DBSCAN algorithm (Density-based Spatial Clustering of Applications
with Noise) [Luo et al. 2017], targeted to identify stop regions in trajectory analysis prob-
lems.

The rest of this paper is structured as follows. In Section 2, we discuss the research
methodology proposed in this work. Then, in Section 3, we present the obtained results.
Finally, Section 4 concludes the paper and points to future work.

2. Methodology

This section describes the methodology adopted to analyse the tradeoff between different
geolocalised data collection frequencies and information quality derived from these data.
2.1. Defined indicators

To enable the analysis of the proposed tradeoff, we first defined a set of indicators re-
lated to the resources consumption and the quality of produced information. The three
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indicators related to resource consumption are:

Battery Consumption: This indicator refers to the power consumption of the
geolocation gathering application on the participant’s device. Modern smartphones pro-
vide information on battery consumption by different applications, that is, the amount of
battery spent by a certain application (not skewed by the use of other applications on the
smartphone). The high battery consumption is one of the main resistance factors for using
applications that capture geolocation data, thus we consider this a crucial indicator to be
analysed.

RAM Memory Consumption: This indicator refers to the total memory allo-
cated by location gathering application on the participant’s device. High RAM consump-
tion may impact the smartphone performance, decreasing the device’s responsiveness and
generating user discomfort. For this reason, we also consider this a very relevant aspect
to be observed.

Amount of data transmitted: This indicator refers to the amount of data sent
by the application to a cloud server over the network. High data transmission rates can
directly impact the monetary amount paid by the users with internet packages (specially in
non-developed countries), reducing their interest for the app. Hence, this is also a decisive
indicator to be investigated.

Apart from the privacy concerns, we believe those indicators represent the main
factors that make people avoid using apps that activate the GPS sensor very frequently.
Moreover, relevant researches with the aim of tracking people’s location have been
conducted using considerably reduced databases [El Faouzi et al. 2011, Zheng 2015,
Parent et al. 2013], and related issues have been reported regarding the volunteers’ en-
gagement.

We also defined two indicators to assess the quality of the information produced
from the geolocation data: trajectories inferred from raw data (i.e., routes taken by
the users); and stop regions, which are places within the users’ trajectories where they
stayed for a certain time (these places also include places of origin and destination).
The latter is more related to the semantic aspects of the trajectory [Xiang et al. 2016]
and is of high interest by both industry and academy, since it can be used to infer
other relevant information, such as: types of places; human activities; points of inter-
est; among others. This information, in turn, can be used to perform different kinds
of analyses, such as those related to urban mobility patterns and trajectory prediction
[Feng and Zhu 2016, Mazimpaka and Timpf 2016, Kong et al. 2018].

Additionally, we defined indicators based on the data collected from other smart-
phone’s sensors: ambient lighting; proximity between the user and the smartphone; screen
locked / unlocked; and audio status (i.e., normal, muted or in silence mode). From that
data, we could estimate, for example, how accurate would be the information of whether
the place the user is located is well lit. This kind of information can be considerably
impacted by the granularity of geolocation data, since the light level normally changes as
the users change their location.
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2.2. Data capture strategy

To carry out this study, we used a mobile application developed in the research laboratory
[Barros T. 2019], which can capture both geolocation data and smartphone sensors data.
The research was divided into three stages. The first stage consisted in capturing the
devices’ resource consumption and geolocation data. To carry out these tasks, we count
with the participation of 10 volunteers recruited by the researchers. The participants were
subjected to a observational study where they installed the application on their device for
data collection over a period of 20 days. The types of transportation used by the volunteers
to move around the city were vehicles or buses.

Apart from the geolocation data, we collected data about the consumption of
smartphones’ resources at 4 different data collection frequencies: 15, 30, 60 and 120 sec-
onds. Each frequency was observed for a period of 5 consecutive days, so that we estimate
with greater precision the confidence interval of resource consumption of each collection
frequency. The data about resource consumption was collected manually, since the appli-
cation does not have functionalities for collecting consumption data in a automatic way.
At the end of each day, the volunteers informed, through a messaging application, the data
consumption of each resource.

Before starting the data acquisition phase, all volunteers were trained on how to
obtain data from smartphone resources consumption and how to format the daily report.
At the end of the first stage, four datasets were produced, one for each frequency collec-
tion, containing geolocation data at each different frequency, and 3 dataframes, one for
each resource, containing data about the consumption of each resource by frequency.

2.3. Information generation

The second stage consisted in generating information from captured data. To generate
information on resource consumption, confidence intervals for each resource are calcu-
lated by collection frequency. This estimate was used for verifying whether there is a
significant difference in relation to resource consumption among the different collection
frequencies. In order to calculate the confidence interval of each frequency, we first calcu-
lated the average values of the 5 days for each user; then, using this, the sample standard
deviation could be calculated, and thus obtaining the confidence intervals.

In regard to the analysis of geolocation information, it should be noted that the
contexts are different in each of the 4 datasets, that is, the participants visited different
places and performed different trajectories in each of the 5-day periods. Thus, it is not
possible to carry out an adequate comparative analysis between them. For example, we
intend to carry out analysis in terms of the loss of geolocation information, such as the
accuracy of the trajectory produced from a set of geographic coordinates. Thus, this
requires to compare the same trajectory produced from coordinates collected at different
frequencies, and consequently it becomes necessary to keep the same spatial context (i.e.,
to use spatial data produced in the same period of time).

To address this issue, we produced datasets of 30-, 45- and 60-second frequencies
by temporally aggregating the data from the 15-second frequency dataset, which was
built in the first 5 days of the data collection phase. By applying this methodology, we
ensured that all 4 datasets have the same spatial context. The procedure consisted in
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removing values from the original dataset. For example, to generate a dataset of 30-
second frequency from 15-second frequency dataset, we just removed half of the data
points (alternately). After deriving such 3 “simulated” datasets, algorithms were applied
on the data to generate geolocation information. The algorithms produced information
about: trajectory identification performed by users, stop regions, information from the
embedded sensors and the use of smartphone.

2.4. Metrics and information analysis

Finally, in the third stage, an analysis of the information generated in the previous stages
was performed, in order to compare the tradeoff between the consumption of smartphone
resources and the geolocation data quality. To perform the resource consumption analysis,
we carried out a comparative study between the values of the confidence intervals for
the consumption value of each resource by frequency collection, aiming at evaluating
whether there is a significant difference between the values of each frequency. After
analysing the consumption of each smartphone’s resource by frequency, a comparative
analysis was performed to quantify the impact that each frequency had in the loss of
geolocation information, using the 3 derived datasets and the original one.

The metric used to compare geolocation data quality, in relation to the trajectories
produced, was the level of dissimilarity, calculated though the Dynamic Time Warping
algorithm [Lerato and Niesler 2019]. This algorithm provides a numerical value related
to the measure of distance between trajectories, which can be interpreted as the level of
dissimilarity, or loss of information, between the trajectories.

In order to identify stop regions, we made an ad-hoc implementation based on
DBSCAN. In addition, to assess the quality of information on stop regions, the metric
adopted was the similarity in the number of stop regions identified in each derived dataset
and the original ones. A similar metric was adopted to calculate the similarity in relation
to smartphone usage. For example, taking into account the original dataset compared with
the 30-second derived dataset, to calculate the similarity between information on whether
the smartphone screen is on or off, it is only necessary to check, in each pair, in sequence,
of the original dataset (which was mapped to a single value of the derived set), the number
of occasions when the screen was off and compare with the number of occasions when
the screen was off in the derived dataset, since each pair in the original dataset value is
mapped to a single value in the derived dataset.

The same strategy was also applied to calculate the loss of information in relation
to the smartphone audio. In order to calculate similarity for the others information (i.e.,
ambient lighting, smartphone usage and identification of the audio mode), the metric used
was the average of each sequence of values in the original dataset, which was mapped to
the derived dataset, and calculate the difference, in percentage, in relation to the value
of the derived dataset. Thus, the sum of all differences is the value of dissimilarity. The
greater the value, the greater the loss of information. The next section presents the results
obtained.

2.5. Devices (smartphones)

Strategy to select and prepare the devices: To carry out the experiments and measure-
ments, the first step was to select volunteers who have Android devices, so that the data
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capture application could be installed. Most smarphones were Samsung Galaxy Note
3, Motorola Moto G5, Xiaomi Redmi Note 8, among other similar models. The An-
droid versions were between 5.0 and 9.0. We required at least version 5.0 since it allows
monitoring the resources consumed by applications individually (some older versions of
Android only offered general device consumption). The next step was to install the My
Data Manager' tool on the devices to monitor data consumption by application. Since
Android supports the monitoring of CPU usage and energy consumption, no third party
software was needed for obtaining this information.

Discussion on the use of different devices: The devices differ both in hardware
configurations and in terms of Android versions. We decided to use a diversity of devices
with the aim of obtaining a more accurate and generalised simulation of reality, that is, to
obtain a greater representation of how the consumption of resources occurs in devices with
different characteristics. The use of devices with different characteristics does not pose a
risk to the validity of the obtained results, since the consumption information was captured
individually by application, that is, the values analysed corresponds only to the resources
consumed by the application used to conduct the research. In addition, we have ensured
the same set of devices were used in different stages of this research (when different
frequencies of collection were adopted). Thus, since the same diversity of devices are
encountered in each group (each frequency), it possible to compare the average values
obtained in each group, without posing a risk to the validity of the experiment.

3. Results and Discussions

By following the methodology discussed above, it was performed a comparative analysis
of each resource consumption by collection frequency, which were calculated in terms
of confidence intervals. In addition, it was also obtained the comparative analysis of the
geolocalised data of the dataset with greater granularity (dataset with frequency time of
15 seconds), with the derived datasets (datasets of 30, 60 and 120 seconds). Finally, it was
performed a comparative analysis for proximity sensors and ambient lighting, and for the
indicators smartphone usage: whether the screen was locked or unlocked and if the audio
was in normal, mute or silent mode.

In Figure 1, it is possible to notice that the data collection with a frequency of
15 seconds had the highest resources consumption. In contrast, the statistical test of the
confidence intervals indicated that there were no significant difference in consumption of
the resources, among the collection frequencies 30 and 60 seconds, because in all cases
their confidence intervals had intersection of values. In other words, this result indicates
that using the 60-second collection frequency does not present significant gains in the
resources consumption in comparison to collection frequency of 30 seconds. Regarding
the collection frequency of 120 seconds, it presented the best performance, that is, lower
consumption, for data and battery resources, compared to all other frequencies analysed.
However, there was no significant difference for the consumption of CPU compared to
the frequencies of 30 and 60 seconds. Thus, it was possible to perceive that, for the
consumption of resources, in certain cases, there is no advantages of using collection
frequencies with lower collection granularity.

'My Data Manager - https://www.mydatamanagerapp.com
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Figure 1. Charts of confidence intervals for each resource consumption by col-
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Figure 2. Chart of the number of stop regions identified by the original compared
to derived datasets

In Figure 2, it can be seen the number of stop regions that were identified by each
collection frequency. These stop regions took into account a radius of maximum distance
of 50 meters, and a minimum time internal of 5 minutes. That is, for a stopping region
to be identified, the user could not distance himself more than 50 meters from the region
and stay at least 5 minutes in that region. The dataset with collection frequency of 30
seconds managed to capture an average of 90% of all stop regions, while the dataset with
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Figure 3. Graphs of a trajectory produced by dataset with a frequency of 15
seconds, compared to the same trajectory produced by derived datasets

a frequency of 60 seconds captured on average 80% and the dataset with a frequency of
120 captured only 70% of the stop regions. Hence, we can perceive a gradual increase
in the number of stop regions that were not identified by the derived datasets. For the
30-second frequency, a loss of only 10% in the number of stop regions, for some usage
scenarios, may not be so problematic. On the other hand, the adoption of a collection
frequency of 120 seconds may significantly impact the application or research that relies
on that information, given the average loss of 30% in the number of stop regions identified.

The distributions of the number of stop regions that were identified for each partic-
ipating user are shown in the boxplots of Figure ??. Depending on the movement pattern
of each user, a different number of stop regions are identified. The variation was between
100 and 250, users who move more tend to have more stop regions in their trajectories,
than users who stay stationary for a long period of time in the same region.

In Figure 3, it is possible to notice the loss of information of the trajectories pro-
duced by the derived datasets with collection frequencies of 30, 60 and 120 seconds, com-
pared with the actual trajectory produced by the original dataset with collection frequency
of 15 seconds. The loss of information on trajectories for the dataset with a frequency of
60 seconds, compared to the dataset with frequently of 30 seconds, grew by an average of
30%. For the dataset with frequency of 120 seconds, compared to the 30-second dataset,
the loss of information grew by an average of 46%, indicating a significant increase in the
loss of trajectory information produced by the derived datasets. Besides that, it is worth
highlighting that this loss of information was obtained by taking into account only the first
5 days of study, where no volunteers have moved for a long period of time (such as a long
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Figure 4. Average lighting values graph estimated by derived datasets compared
to the actual values from the original dataset

road trip). If longer trajectories had been performed in the period studied, the observed
loss of information could be even greater.

The averages values for information produced from the ambient lighting sensor are
shown in Figure 4. As it is an indicator with a wide variation in its value over time, the loss
of information was significantly large for the derived datasets, compared to the original
dataset. This average value information was calculated using the average difference, in
percentage, of the value estimated by the derived dataset compared to the actual value
of the original dataset. The values obtained from the datasets with a frequency of 30,
60 and 120 seconds were, on average, 80%, 66%, 55% of the original value, respectively,
indicating significant loss of information. Furthermore, if we remove the data in moments
where the user was sleeping, on which the lighting was practically constant for a long
period, the loss of information is even greater. For searches using this type of information,
this difference may represent an significant estimate error in the survey. For example, a
researcher/developer can try to determine whether the user was in a working environment
or not, through the value of lighting, because the Brazilian Standard” determines that in
offices and other working environments the ideal illuminance values should be from 500
to 1000 Iux. Therefore, if data is captured from lighting with a hit rate of just 55% of the
real value, the estimated value can easily be outside this range values indicating possibly
misleading information, according to that the user would not be in a work environment.

The other sensor captured was the proximity sensor, which captures the distance
that the front of the smartphone is from a particular object. In this case, the average
inaccuracy of the values produced from the derived datasets was lower, when compared
to the inaccuracy produced from the sensor lighting data. This is mainly due to the fact
that it has less variation over time. The average of correct answers for collections with a
frequency of 30, 60 and 120 seconds were 89%, 83% and 76%, respectively. This data
can be important, for example, to determine situations on which the smartphone screen

2Standard NBR 5413 - Interior Illumination http://ftp.demec.ufpr.br/disciplinas/
TM802/NBR5413.pdf
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was close to the user’s face, indicating that he could be in a call.
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Figure 6. Graph of the average precision of the identification of the silent audio
mode

Finally, in Figure 5, it is possible to observe the precision in relation to smartphone
usage information, that is, if the screen was locked or unlocked. On average, the precision,
was very high, for all the derived datasets, usually close to 90%. This is due to the fact that
users, in general, leave the screen locked for a period of time longer than 1 or 2 minutes,
or use the smartphone, with the screen unlocked, for a long period of time. The other data
captured about the use of the smartphone was the audio mode (whether it was in normal,
silent or silent mode). Similarly, as shown in Figure 6, the precision was also considerably
high, averaging around 95% for all derived datasets. These results demonstrate that the
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frequency of collection has no significant impact on loss of information of smartphone
usage.

4. Conclusion

The frequency collection of geolocation data can directly impact on the performance of
smartphones and also on quality of applications that use these types of data to different
needs. The result obtained by the comparative analisys presented in this article is an
important artifact to support development teams and researchers in their decisions regard-
ing the frequency collection of geolocation data, so that they maintain user satisfaction
without compromise the quality of the captured data.

In this study, it was possible to observe the advantages and disadvantages that each
collection frequency presented in comparison to the others. Regarding the consumption
of resources, as expected, the frequency with greater granularity (collection frequency
of 15 seconds) had the worst performance, that is, the highest cost in the consumption
of resources. The 30-second and 60-second frequencies, in turn, showed no significant
difference in resource consumption between them. These results indicate that there are
no advantage in choosing any one of the two frequencies (in relation to the resource
consumption).

The frequency with less granularity of collection (120 seconds) obtained the best
performance in relation to battery and data consumption. Nonetheless, it did not show any
performance gains in relation to CPU usage, compared to the frequencies of 30 and 60
seconds. From this results, it is possible to see that, regarding the smartphone’s resources
consumption, in certain situations, there are no advantages in changing between these
frequency of collection.

In addition, in relation to the quality of the data produced, it was possible to per-
ceive that, regarding spatial data, the loss of information was considerably large for the
frequencies 60 and 120 seconds. For example, the collection frequency of 120 seconds
only managed to capture 70% of all stop regions. Moreover, it was possible to notice that,
in relation to the information obtained from smartphone’s sensors data, such as the light-
ing sensor, the loss of information was even greater, with hits of just 55% of the reference
value. Finally, in relation to smartphone usage data, the loss of information was consid-
erably smaller, showing that there is no great difference in information loss depending on
the collection frequency.

In this perspective, the comparative analysis showed that, depending on the situ-
ation, a collection frequency may be more indicated than another. For example, in sce-
narios where one needs spatial data or sensor data, but does not need a smartphone’s low
resource consumption, the use a frequency with a 15-second collection would be the most
adequate to obtain the data with higher quality and better precision. On the other hand,
in scenarios where just smartphone usage data are needed, the adoption of frequencies
with less granularity would not significantly impact the quality of data, therefore being a
good alternative for decrease the cost of resource consumption. In general, the 30-second
collection frequency was the one that obtained the best tradeoff between the frequencies
analysed, as it presented a reasonable performance in resource consumption (similar to
consumption with a frequency of 60 seconds), while obtaining a considerably better per-
formance in relation to the quality of the information produced from data (when compared
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to frequencies of 60 and above).

As future work, it is intended to replicate the experiment with a larger number of
volunteers (at least 20), for a longer period of time (40 days). We also intend to analyse
other factors, such as the activities performed by the users at specific times and other
collection frequencies. Finally, other types of information derived from data should be
considered, such as those related to quality of life metrics.
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