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Abstract. Social networks have been used to overcome the problem
of incomplete official data, and provide a more detailed description of
a disaster. However, the filtering of relevant messages on-the-fly re-
mains challenging due to the large amount of misleading, outdated or
inaccurate information. This paper presents an approach for the auto-
mated geographic prioritization of social networks messages for flood
risk management based on sensor data streams. It was evaluated us-
ing data from Twitter and monitoring agencies of different countries.
The results revealed that the proposed approach has a potential to
identify valuable flood-related messages in near real-time.

1. Introduction

The growing number of natural disasters, such as floods, has been leading
for better preparation from vulnerable communities. In this sense, in-situ and
mobile sensors are providing historical and updated information through the
monitoring of environmental variables (e.g. temperature of the water or the
volume of rainfall). Although these data are useful for supporting decision-
making, further information is required for estimating the overall situation at
an affected area [Horita et al. 2015]. Social networks like Twitter, Facebook,
and Instagram, can overcome this issue either by providing information from
areas which are not covered by sensors or complementing semantically the
data provided by them [Starbird and Stamberger 2010, Vieweg et al. 2010,
Zielinski et al. 2013,Horita et al. 2015].

Despite the fact that the combination of sensor data streams and social
network messages might provide better information for supporting decision-
making in critical situations like floods [Mooney and Corcoran 2011], it raises
some challenges. On the one hand, the huge volume of messages shared
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through social network makes difficult the identification of relevant messages,
i.e. decision-makers do not want to analyse thousands of messages, they need
the most valuable in order to make faster their decision-making [Vieweg et al.
2014]. On the other hand, the near real-time integration of sensor data and
social network messages raises issues regarding the combination of distinct
data streams (e.g. per second or per minute) and different data formats (e.g.
numbers and texts) [Dolif et al. 2013].

In this context, this paper aims to present an approach for support-
ing flood risk management by means of the near real-time combination of
social network messages and sensor data streams. It extends our previous
works [Assis et al. 2015, Albuquerque et al. 2015] by adopting a workflow
analysis which structures and defines an automated near real-time prioritiza-
tion of social network messages based on the sensor data stream. Further-
more, it describes the formal representation of the problem statement, and
makes an evaluation of the approach through case studies. In summary, the
main contributions of this work are described below:

1. To define an approach to combine a sensor data stream with social net-
work messages, aiming at identifying high value messages in near real-
time for flood risk management;

2. To learn lessons from the application of the proposed approach in a
real-world flood scenario in our application case study.

The remainder of this paper is structured as follows. Section 2 exam-
ines the related works. Section 3 sketches the background of the basic con-
cepts and introduces the approach and methodology employed in this work.
Section 4 describes the evaluation of the approach and their results are ana-
lyzed in Section 5. Finally, 6 draws conclusions and recommends some future
works.

2. Related Works

Several applications have attempted to combine authoritative and non-
authoritative data to improve the limitations of each other. Existing
approaches integrate authoritative and non-authoritative data to provide
location-based eventful visualization, statistical analysis and graphing capa-
bilities in near real-time [Wan et al. 2014,Schnebele et al. 2014]. The com-
bination of information provided by a collaborative platform (esp. Ushahidi)
and sensor data collected via a wireless sensor network have been built for
decision-making in flood risk management [Horita et al. 2015].

Several other studies aim at analyzing the large amount of information
provided by social networks [Ediger et al. 2010,Gao et al. 2011], exploring
e.g., relations between spatial information from both social network messages
and knowledge about flood phenomena [Albuquerque et al. 2015]. An algo-
rithm for monitoring social network messages (esp. tweets) and detecting
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upcoming events is another eminent approach [Sakaki et al. 2010]. This algo-
rithm classifies tweets using their keywords, number of words, and context.
There are also systems for processing and analyzing social network messages
in near real-time [Song and Kim 2013]. The results of its application to moni-
tor Korean presidential elections showed that social network can support the
detection and prediction in the changing of communities’ behaviour. Finally,
examining earliest social network messages that have produced a trend with
the aim at identifying and creating a classification schema allows a catego-
rization of messages, and thus a discovery of potential trends in near real-
time [Zubiaga et al. 2015].

Although some studies have been done in the field, none of them tackles
the combined use of social network messages and data collected from sensor
streams in near real-time. In this manner, the processing of different data
flows and data formats still pose challenges for the the use of sensor data
as an alternative to support the filtering and extraction of high value social
network messages in near real-time.

3. Problem Statement and Approach

3.1. Prioritization of Location-based Social Network Messages

Problem Statement. Due to the high volume of social network messages, the
process of extracting relevant messages has been becoming more complex.
This is because most of these messages are shared from several platforms (e.g.
Flickr and Twitter) in distinct formats (e.g. photos and texts) with different
data flows (e.g. per hour or per second).

Research Question. Is a sensor data stream able to support the near
real-time identification of relevant social network messages in flood risk man-
agement?

Hypothesis. Given a set of catchments C, sensor data stream S and
location-based social network messages M, we assume that the n-messages
M = {m1,...,mn} nearest to the m-flooded areas Ftr = {f1,...,fm} available at a
time tr tend to be more flood-related than the more distant (p-n)-messages M
= {mn+1,...,mp}, where n, m, p and r 2 N, and t is a timestamp. F is defined
here as a time series of flooded areas. F = {Ft1, ..., Ftr}.

Definition 1. This paper uses a set of georeferenced catchments C =
{c1,...,cn} ✓ R 2. Each cj denotes a two-dimensional Euclidean space that can
either contain sensors or not. A sensor data stream S = {s1,...,sm} contains
a set of continuous sensor data sk = [i, v, t, p, c]. Each sensor data has an
id sk.i, a water level value sk.v at a timestamp sk.t, a geographic position sk.p
= (x; y) and a s.c catchment. In case a sensor data sk contains sk.v equal to
“high” at a timestamp sk.t, and a sk.p within a catchment cj, this catchment cj
become a flooded area fp 2 Fsk.t ✓ C. The fp is available until that sk.v and any
other sensor value contained in the catchment cj are not “high” anymore at a
subsequent timestamp to sk.t.
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F = { F t 1 , ..., F t r } (1)

F t r = { f 0, ..., f p} | ! sk " S and f p " F t r ,

where sk .v = Òhigh!! and sk .c = f p and sk .t = tr .
(2)

Location-based social network users U = {u 1,...,u q} produce georefer-
enced messages represented by M = {m 1,...,m n}. Each message m i = [u, t,
v, g] contains a value text m i .v, as well as is produced by an user m i .u at a
timestamp m i .t in a geographic location m i .g. If there is a ßooded area f p ,
for each new incoming message m i , a distance d is computed by the nearest
neighbour (Euclidean) distance of the m i .g position to every element of the set
Ft r ) = { f p} n

p=0 at a timestamp t r .

DeÞnition 2. In general, the cartesian minimum distance between two
points p (message location) and pÕ (the nearest point contained in a ßooded
area) in a Euclidean space R n is given by:

d(p, p!) =

!"
"
#

n$

i,j =1

|pi # p!
j |2, where i, j " N. (3)

3.2. Sensor Data Stream and Social Network Message Workßows

Given the extent of the ßood phenomena, spatiotemporal characteristics of
both sensor data stream and social network can be combined and more ex-
plored. Social networks messages can be used to complement sensor data
stream with semantic information, while sensor data stream can add reliabil-
ity to the social network messages. For this reason, this approach is designed
to suit an on-the-ßy prioritization for different levels of data availability that
are require to ensure an effective ßood risk management.

The proposed workßow is performed in a pipeline way that contains
both a sensor data stream S and a social network messages stream M. In
the sensor data stream part (see Figure 1), there are three possible kinds of
data availability. The Þrst alternative is to have highly qualitative information
about the extent of the ßood phenomena, which can be provided by Unmanned
Aerial Vehicles (UAVs). Although they provide the best degree of accuracy for
detecting events in near real-time, they are rarely gathered.

If no direct sensor data is able to show the existence of a ßooded area
fp , thus it is analyzed if they can either provide a ßood hazard area or not.
Local data about the affected areas e.g., maps of risks can potentially provide
this kind of information. In the last stage of the veriÞcation, if neither the
ßooded area f p nor the ßood hazard area are initially available, a digital ele-
vation model (provided by an user) is used to calculate a ßood hazard area.
After calculating this ßood hazard area, they are used as an input (along with
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Figure 1. Sensor Data Stream Workßow.

threshold data) to calculate the ßooded area f p . The ßooded area f p in this
part, is used to calculate the prioritization-based distance P(m j) when a new
social network message m j arrives (see Equation 4). In case more than one
ßooded area is available, the nearest ßooded area distance is assign to the
message prioritization.

p(mj) = min (d(mj, f p)) , where mj ! M, f p ! F and j, p ! N. (4)

Social network messages m j and sensor data s k should gathered simul-
taneously so that even delayed ßood-related messages can be acquired. In the
social network message stream part (see Figure 2), for each new incoming
social network message m j , prioritization-based distance is computed accord-
ing to the nearest existing ßooded area available produced by the sensor data
stream part of the workßow. After calculating this prioritization-based dis-
tance, the messages are Þltered to Þnd messages that are likely to refer to a
ßood event. At Þrst, our aim is to store all the messages since the speciÞc key-
words for ßoods might change during a ßood. In this way, the Þltering process
can be easily adjusted without losing any ßood-related messages.

Figure 2. Social Network Message Workßow.

4. Case Studies and Experimental Setup

The approach was evaluated by means of an application case study of ßoods
in Brazil, since it is currently taking measures to cope with and alleviate ßood
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situations. This set of measurements includes activities that involves pre-flood
planning, managing emergency situations and post-flood recovery [Ahmad and
Simonovic 2006].

Updated knowledge of river conditions plays an important role at sup-
porting decision-making, since several technical factors can prevent this kind
of information from being obtained. Countries such as Brazil where there are
flash floods caused by heavy rain or the overflow of streams and narrow gullies
needs this kind of management to mitigate the damage to the local infrastruc-
ture. This means that emergency agencies have to cope with the risk of human
casualties and the extent of flood damage in their decision-making.

In this application case study, we considered as data source, authorita-
tive static data (shapefiles), authoritative dynamic data (sensor data streams),
and social network messages (Twitter).

4.1. Case Study: Flash Floods in Brazil

The analysis is confined to São Paulo as a single region within Brazil so that
it is easier to compare and link the results of the case study. The shape-
file of the State of São Paulo was produced using geotools1 operations and
geo-referenced data sets provided by HydroSHEDS2. It contains 315 small
catchments. The sensor data streams was obtained from the national cen-
ter for monitoring disasters and issuing warnings in Brazil (Cemaden). This
agency operates by continuously installing new stations and providing their
data through a Rest API.

In the State of São Paulo, Cemaden provided data from 465 stations.
Each station and measurement of Cemaden are combined at the same file.
The provided measurements from all the stations regarded the last four hours,
considering an offset. This is the difference between the distance of the instal-
lation position and the real water level. As soon as it starts raining, the sta-
tions measure the rainfall every 10 minutes, otherwise they measure every 60
minutes. The floods in Brazil are represented at their most extreme by flash
floods.

The catchments, stations and flooded areas are depicted in Figure 3,
while a density map of the prioritized tweets is shown in Figure 4.

4.2. Experimental Setup

Runtime Environment: The implementation to retrieve Cemaden data was
based on a simple Java toolkit for JSON3, while tweets were retrieved using a
Java library for Twitter API called Twitter4j 4. Both of them were implemented
in a pipelined fashion as a data stream. The experiments were run on a server

1http://www.geotools.org
2http://hydrosheds.cr.usgs.gov/index.php
3https://code.google.com/p/json-simple/
4http://twitter4j.org/en/index.html
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Figure 3. São Paulo - An analysis of Brazilian Stations and Catchments.

with 2GHz AMD Opteron(tm) Processor 4171 HE and 3.4 GB RAM memory
running Ubuntu 12.04.5 LTS (64 bit).

Dataset: Twitter Streaming API and Cemaden Rest API were used to
retrieve data in the period from April to May 2015.

5. Results and Analysis

In our case study, only 6% (68,195) of the tweets were prioritized mainly due
to the flash floods. Such application case study helped to represent the sce-
narios when flood occur, since a large number of tweets were posted at critical
moments. At first, all the flood-related tweets (403) were filtered by making a
selection of the prioritized tweets (1,136,583) based on specific keywords and
their synonyms. This “keyword selection” was based on the Brazilian words
in the dictionary for “flood”, taking into account differences of case sensitive
letters without spelling mistakes. The Brazilian keywords were “enchente”,
“inundação” and “alagamento”.

Table 1. Keyword-based filtering description of the location-based social
network messages

# all the tweets # prioritized # prioritized # prioritized non
tweets flood-related tweets flood-related tweets

1,136,583 (100%) 68,195 (6%) 403 (0,04%) 67,792 (5.96%)

All the stations provided 284,663 measurements, which included 311
distinct stations that measured 1,030 high values. These values set for up to
59 distinct catchments areas that are considered to be flooded. A detailed de-
scription of the data provided by stations and their measurements is depicted
in Table 2.

We also decided to calculate the time that our approach takes to priori-
tize all the tweets. The latency of the tweets was considered to be acceptable
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Figure 4. São Paulo - An analysis of Prioritized Tweets during periods of
floods.

Table 2. Sensor measurement description of Cemaden stations.
# catchments # stations # measurements # all the measurements
(flooded areas) (high values) (high values)

59 (18.7%) 311 (66.9%) 284,663 (100%) 1,030 (0.0037%)

for the prioritization of social network messages for floods. This latency was
the difference in time between the arrival from the Streaming API and the
storage at the database. The latency was only calculated for the prioritized
tweets. The processing average time per minute of all the prioritized tweets
was less than one second.

Tweets containing relevant information presented not only flood-related
text, but also georreferenced images that can help in flood risk management.
As can be seen, exemplary prioritized tweets containing relevant messages
are shown in Table 3 and Figure 5.

In addition, a statistical hypothesis test was conducted to check
whether flood-related tweets are closer to hazard areas than those that are
non- flood-related during floods. The Mann-Whitney U-test was employed for
the samples of prioritized flood-related and non-flood related tweets. The test
returns the p-value of a two-sided Wilcoxon rank sum test, which tests the null
hypothesis that the distance of independent samples with different lengths
from continuous distributions of flood-related and non-flood related tweets are
with equal medians, against the alternative that they are not.

The p-value of 7.2940e-016 indicates a rejection of the null hypothesis
of equal medians at a 5% significance level. That means, the sample of tweets
which contain flood-related keywords are not equally nearer to the hazard ar-
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Table 3. Examples of prioritized Tweets containing ßood-related keywords
without images (On Topic, Relevant).

Flood-Related Prioritized Tweets Translation
Òt‡ td alagado aq na marqu•sÓ Òeverything is ßooded here in the Marqu•sÓ

(name of a place or avenue name)
ÒTa alagado aquiÓ ÒIt is ßooded hereÓ

(the georeference of the tweet can supplement this information)
ÒNa•›es alagadaÓ The ÒNa•›es (Avenue Name) is ßoodedÓ

ÒAlagamento na av dos Tajuras ÒThere is a ßood in Tajuras avenueÓ
(at @AG2 Nurun in S‹o Paulo, SP)Ó (the georeference of the tweet can suplement this information)

https://t.co/r7ECeAtiFBÓ
Ò@VCnoSPTV chuva de 30 minutos e Ò@VCnoSPTV (Twitter account of a TV program) it has been raining for 30 minutes

alagamento na regi‹o do Br‡s, and the region of Bras is ßooded, as always http://t.co/wWVqIKtz3zÓ
pra variar http://t.co/wWVqIKtz3z"

Ò5min de chuva e rua j‡ Þca alagada" ÒAfter 5 minutes of rain, the street is already ßoodedÓ
(the georeference of the tweet can supplement this information)

Figure 5. Examples of ßood-related tweets containing images that can help
in ßood risk management.

eas to the ones that not contain ßood-related keywords. The median distance
of the sample of non- ßood-related tweets was 10,905 meters away from those
areas, while the sample of ßood-related tweets was 3,027 meters away. Fig-
ure 6 shows the two distribution of non ßood-related and ßood-related tweets
based on their prioritization (distance in km to ßooded areas).

6. Conclusion and Discussions

This paper presents an approach for supporting ßood risk management by
means of a near real-time prioritization of social network messages based on
sensor data streams. One case study was used for evaluating the approach.
The results conÞrmed that the geographical relations are useful for prioritiz-
ing social network messages related to ßoods. They showed that there are
about 3,6 times more ßood-related social network messages near to ßood-
affected areas than non-ßood-related messages. Although our approach was
evaluated in a speciÞc context of ßoods and using Twitter messages, it can
be used to other types of disasters (e.g. droughts and landslide) and social
network (e.g. Instagram and Flickr), i.e. considering images or videos instead
of only texts messages.

Our approach gathered the messages per minute during a ßood at an
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Figure 6. Median, Average and Outliers of ßood-related and non ßood-
related tweets.

average processing time of less than one second. Given the large number of
messages (time peaks should be treated as critical periods since more mes-
sages tend to be posted), such processing time to prioritize does not signiÞ-
cantly change. This work has shown that social networks messages and sensor
data streams can complement each other. Sensor data streams are accurate,
dynamic, heterogeneous and continuous, although they are scarce and hard to
implement and maintain. On the other hand, social network messages can en-
hance semantic sensor data, but their large number is not easy to handle since
they can be misleading, outdated or inaccurate. Despite the lack of user expe-
rience and knowledge, social networks have been used in crisis management
revealing their remarkable and positive features.

Although most of the existing approaches are still insufÞcient for near
real-time decision-making since they fail to take note of the fact that data
in disasters should be analyzed on-the-ßy and automatically. Our approach
searches for georeferenced social network messages using a grid 5x5 bound-
ing box based on the catchments dimension. Although most of the messages
are not ßood-related (and do not contain any important keywords such as
ÒßoodsÓ or ÒinundationÓ), they were stored at the database after Þrst being
Þltered because a keyword search is arbitrary, especially for near real-time
event detection.

All the social network messages located within a ßooded area were pri-
oritized with zero meters Ò0 mÓ as distance, which is the main value-based pri-
oritization. Some of the prioritized messages have images embedded in them,
which were really useful when they were geolocated because they could show
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the exact situation of a particular place and sometimes helped more than sim-
ply by the words. During our analysis, a few of the total amount of available
messages were both georeferenced and considered to be ßood-related.

Furthermore, heavy rains might affect the connection infrastructure
(e.g. cellphone services or wi-Þ), which in turn may reßect on the unavail-
ability of information sharing. Although this issue is important when dealing
with social network messages, it is beyond the scope of this work. In this
sense, a better time resolution and spatial distribution of the sensor measure-
ments would improve the availability of information provided by sensors. In
situations that sensors are measuring high values all the time, machine learn-
ing techniques would be an useful way to check whether the sensors are really
in a ßood situation or only measuring high values all the time because of its
position on the river.

Future work lines should take account of using the prioritization of so-
cial network messages as one step to further Þltering and classifying the qual-
ity of crowdsourcing. Besides that, it can serve as basis to improve machine
learning models that consider geographical links.
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