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Abstract

This paper presents the performance results obtained for the parallel version of an object-oriented electrostatic Particle-in-Cell (PIC) code for plasma simulation. In PIC simulations, the plasma is modeled by thousands or even millions of charged particles, which suffer the action of the self-consistent and external electric and magnetic fields. In this work, the self-consistent field is computed by the Finite Element Method. The external and self-consistent fields result in a Lorentz force acting on each particle. Under the action of this force, the particle positions and velocities are computed by integrating the equations of motion using a second-order time-centered quadrature method. The proposed parallel PIC-FEM code exploits the coarse-grained parallelism presented by the charge distribution process, the computation of the self-consistent field and the solution of the equations of motion. The code was written in C++ language and parallelized using calls to the MPI (Message Passing Interface) library.
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1. Introduction

The study of plasmas presents great interest for many scientific and industrial applications such as the investigation of natural plasmas in Space Geophysics [7], [20], plasma propulsion [8], high intensity laser beam [9], discharges in plasmas [14], controlled nuclear fusion [19], magneto-aerodynamics [21] and many others [15]. We have investigated plasma behavior using the Particle-In-Cell (PIC) methodology, which is proper for observing the plasma collective behavior. In this methodology the Vlasov equations are indirectly solved by means of the Maxwell field equations and the Newton motion equations. A short description of the PIC methodology is presented in section 2. The enormous number of particles requires the use of parallel computing, and some parallel strategies are presented in section 3. Parallel PIC codes have to deal with the communication of particle positions and the contribution of each node in the electromagnetic fields. However, since the particles move in the domain while the nodes are fixed entities during the simulation, data dependencies may arise and limit the parallel performance. Usually, Maxwell equations are solved by a Finite Difference Method (FDM) or Spectral Methods, but in this work we adopt the Finite Element Method (FEM). A parallel PIC-FEM (PPIC-FEM) object-oriented code for non-collisional plasma simulation is used for numerical experiments in a distributed memory parallel architecture.

2. The PIC methodology and the FEM

In the PIC model, the plasma is simulated by tracking the motion of the charged particles (electrons and ions) that represent the plasma. The forces acting on the plasma have both internal and external origin. Internal forces are due to the self-consistent electromagnetic fields originated from the charged particles of the plasma.

In order to compute the self-consistent field, the charge of each particle is distributed in the nodal points of the finite element (the cell) that contains it. The self-consistent magnetic field originated from the motion of the charged particles is neglected in the electrostatic approach. Additionally, if there are no external field sources acting on the particle system, the resulting force on the particles may be considered as caused by the self-consistent electric field. Under these considerations and using the scalar potential for
the electric field, the Maxwell equations can be reduced to the Poisson equation:
\[
\nabla \cdot \varepsilon \nabla \phi = -4\pi \rho ,
\]
where, \( \phi \) is the electric scalar potential, \( \rho \) is the charge density function, and \( \varepsilon \) is the electric permittivity. Before solving the Poisson equation, the charge density function \( \rho \) must be computed.

For this purpose, the domain is decomposed in a finite element mesh that is sufficiently small to resolve the collective behavior of the plasma and is topologically regular. These mesh elements are named cells in PIC literature, and its linear dimensions must be close to the Debye length \( \lambda_D \), that is the distance over which the influence of the electric field of an individual charged particle is felt by the other charged particles in the plasma. The charge of each particle inside each cell is distributed among the cell vertices following some criteria.

At this point one can solve Poisson’s equation (1) for the electric potential and then calculate the electric field acting on the particle positions. The Newton’s motion equations are used to update particle positions assuming the resulting force is given by Lorentz force equation. Since we are interested in investigating high frequency oscillations, the time step must be sufficiently small to solve the highest frequency oscillation in the plasma, called the electron-plasma frequency. As particles move, the charge distribution changes and so does the electric field. The charge distribution is then recalculated, and this cycle is repeated until a predefined number of time steps is reached.

2.1 Charge distribution

Different strategies can be adopted for the charge distribution calculation, provided the plasma macroscopic neutrality is preserved. The charge contribution of each particle to each cell vertex can be defined by using an area or distance weighted criteria.

When using the FEM for solving the Poisson’s equation, the finite element mesh can also be used as the PIC cell structure. It is interesting to note that the finite element shape functions \( N_i(x) \) satisfy the partition of unity condition:
\[
\sum_{i=1}^{n} N_i(x) = 1 , \quad (2)
\]
where, \( n \) is the number of vertices of the adopted finite element. In this way, each term of the sum
\[
\sum_{i=1}^{n} N_i(x_j) \rho_j = q_i , \quad (3)
\]
represents the charge contribution of the \( p_{th} \) particle, \( p_j \) to the \( j_{th} \) vertex of the cell that contains the particle. Fig. 1 shows the four cell elements \( \Omega_e \) that have node \( i \) as a vertex.

Thus, using Eq. 2, the sum over all charge contributions, yields the total charge \( Q_i \) accumulated at node \( i \) due to all particles \( p_j \) inside the corresponding cell element \( \Omega_e \) [13]:
\[
\sum_{p_j \in \Omega_e} Q_j = Q_i . \quad (4)
\]

2.2 Field computation

Once the charge distribution is known for all nodes, we must solve the following boundary value problem corresponding to the Poisson’s equation (1) for the electric scalar potential \( \Phi(x) \):
\[
\nabla^2 \Phi(x) = \rho(x) , \quad (5)
\]
\[
\Phi(x) = \phi_D(x) , \quad \text{in} \quad \Gamma_D \not\subset \Gamma \cup \Gamma_N \quad (6)
\]
\[
\frac{\partial \Phi(x)}{\partial n} = f_N(x) , \quad \text{in} \quad \Gamma_N \not\subset \Gamma \cup \Gamma_D \quad (7)
\]
where, \( \Gamma_D \cap \Gamma_N = \emptyset , \Gamma_D \cup \Gamma_N = \Gamma \) is the boundary of the domain, and \( \rho \) is known at the nodal points. Let \( \phi \) be an approximation for the unknown function \( \Phi(x) \), given by:
\[
\Phi = \phi(x) = \sum_i N_i(x) \phi_i \quad (8)
\]
where, \( \{N_i\} \) is a linearly independent set of base functions provided by the FEM. Applying the weighted residual method (WRM) procedure, and following the Galerkin approach, one can derive the corresponding discrete form [16]:
\[
K \tilde{\phi} = \mathbf{b} , \quad (9)
\]
where,
\[
|K| = \int_{\Omega} \nabla N_j \cdot \nabla N_i \, d\sigma \quad (10)
\]
\[
|\mathbf{b}| = \int_{\Omega} \nabla N_j \rho \, d\sigma \quad (11)
\]
\[
|\tilde{\phi}| = \phi_j . \quad (12)
\]

2.3 Field interpolation

Using the shape function derivatives and the nodal potentials, one can perform the field interpolation. Since the state variable in the presented formulation is
the electric scalar potential, the electric field vector can be calculated by:
\[
E(x_j) = -V \Phi \equiv -\sum \delta \nabla N_j .
\] (18)

2.4 Particle Advance

As the resulting force is assumed as due to the sum of the external and self-consistent electric and/or magnetic fields, the acceleration of the \(f^{th}\) particle can be expressed as:
\[
a_j = \frac{q_j}{m_j} E(x_j) .
\] (19)

Various methods can be used for integrating the time dependent motion equations, such as an Euler method [10], or a second order leap-frog algorithm [2]. We adopted the second one, whose difference equations are given by:
\[
\begin{align*}
v^{(n+\frac{1}{2})} &= v^{(n-\frac{1}{2})} + a^{(n)} \Delta t , \\
x^{(n+1)} &= x^{(n)} + v^{(n+\frac{1}{2})} \Delta t .
\end{align*}
\] (20)

Given suitable initial conditions, it is then possible to iteratively compute the evolution of the plasma. The time increment \(\Delta t\) can be taken sufficiently small in function of \(\sigma_{pe}\), the electron-plasma frequency, by \(\Delta t = 0.2 \sigma_{pe}^{-1}\).

3. A review of parallel strategies for PIC codes

The PIC simulation process can be divided into the four stages that occur in each iteration:

- i. Charge distribution;
- ii. Field computation;
- iii. Field interpolation;
- iv. Particles advance.

Although the above decomposition of tasks of a PIC simulation is quite simple and didactic, it hides important aspects of data dependencies that appear when performing the tasks in each one of the four stages. First, the stages ii and iv work exclusively over the set of nodal points or over the particles set. That is, once we have determined the charge distribution we need only nodal information to solve the Poisson’s equation (stage ii) and then compute the electric field, and if the electric field is known everywhere in the domain simulation (particularly at the particle positions) the particles advance (stage iv) can be performed requiring only particles information, such as mass, charge, velocity and position. Differently, the stages i and iii require both particles and nodal information to be performed. In the charge distribution (stage i), we must perform a loop over the cell structure and then distribute the charge of each particle (particles information) to each cell vertex (nodal information). Also, the field interpolation stage requires both nodal and particles information as the electric field is interpolated at the particle positions by using the nodal values.

These data dependencies limit the performance of parallel PIC simulations, and must be dealt with an efficient data-partitioning scheme. In addition, nodes are fixed entities during the simulation while particles move anywhere in the domain. Therefore, according to the stage of the simulation, a processor may require a particle that is not local to its domain. The main challenge is to reach a trade-off between data decomposition and its implied communication. An efficient parallelization strategy must consider the parallel architecture, the size of the particle system and any relevant characteristic of the physical system evolution.

Lubeck and Faber [12] presented a simple decomposition scheme that consists in a static distribution of particles and nodes among processors. Each processor performs all the calculations related to its local particles and nodes. There is no migration of particles or nodes between processors, but each processor must have global nodal information for performing stages i and iii. The main advantage of this scheme is that it preserves the load balance in the processors at the cost of replicating field and cells information. This strategy is limited by the local memory availability in each processor.

In order to avoid data replication, Walker [22] proposed that only the nodal information required to perform evolution of particles that are local to each processor must be replicated in the local memory. The data replication is effectively reduced, but data communication is increased, since when particles move from one region to another the required nodal information to perform particle evolution may be stored in the memory of other processor. The performance of this strategy is strongly influenced by the decomposition scheme used to assign the particles to the processors, since the communication patterns depend on it [5]. In other words, the particle decomposition scheme musttake into account some \textit{a priori} information about the system evolution for optimizing communication between the processors.

GCPIC (General Concurrent PIC, [11]) uses independent domain decomposition schemes for particles and cells (nodes). The first decomposition divides the domain into regions containing approximately the same number of particles. Each region is assigned to a processor. Similarly, using a second decomposition, the nodes are distributed among processors. During the simulation, if a particle migrates from one region to another, the particle is sent to the processor that manages that region. Each processor is in charge the evolution of its own particles and controls particles that migrate to/from other regions. Since the two decompositions are independent, load balancing for the field solver is
preserved, but load unbalance can happen due to particle migration. If this causes an expressive concentration of particles, a dynamic load-balancing scheme may be required. However, in some cases it may be possible to find a simple, static decomposition scheme that provides an equivalent performance compared to that of a dynamic load balancing strategy.

In the hierarchical domain decomposition with unitary load balancing [5], particles and nodes are distributed among the processors using the same domain decomposition. This decomposition is performed considering some a priori information about the system evolution as preferential displacement directions, and predicted concentrations patterns. This reduces the particle migration between the processors, requiring less communication. In the unitary load balancing, the decomposition is done in such a way that the ratio between processing costs of particle advance and field solving is close to 1. Periodical evaluations of processing costs may lead to changes in the decomposition. The overheads for performing the unitary load balancing are equivalent to other algorithms based on particle number thresholds.

Ferraro, Liewer, and Decyk published results of a load-balancing strategy based on particle number threshold applied to the GCPIC scheme [6]. The spatial decomposition relative to the particles is adjusted whenever the number of particles inside a region exceeds a specified threshold. That work demonstrated that dynamic load-balancing algorithms must be used when considerably load unbalance is observed. In other words, a static spatial decomposition scheme properly chosen may also yield good performance.

Another strategy for load balancing is the adoption of a window-based scheme [18]. Windows (sub-regions) are created inside each region whenever load unbalancing occurs, and are assigned to processors with lower processing load. The windows do not affect the field solver stage, since this scheme is related only to particle load balance. The main advantage of this technique is that the domain decomposition is preserved, avoiding a new data decomposition during the simulation and the field solve stage is kept balanced. However, the management of these windows may become a complex and time-consuming task as their number increases. Moreover, when a particle migrates, the processor must determine the new region (or window) of destination, and the corresponding processor.

Some other optimization strategies have been proposed for improve PIC simulation performance, e.g., the reduction of cache miss [4] and the reduction of the number of particles during the simulation [21].

There is no general rule for parallelizing PIC simulations, since the effective performance of the parallel strategies is strongly influenced by patterns of particle concentration and displacement, and also the hardware architecture.

4. Computational implementation

4.1 PIC-FEM parallelization

An efficient parallel strategy depends on the employed algorithms, the dimensions and particularities of the particle system and the available parallel architecture. Distributed memory parallel machines are cost effective, but present a bottleneck of performance due to both the communication latency and bandwidth of the interconnection network. In our implementation the memory needed to store the particle data is approximately eight times the amount required to store the mesh and the sparse matrix data generated by the FEM. Therefore, in order to exploit coarse-grained parallelism we adopted a static domain decomposition only for the particles and each node of the cluster keeps a copy of the entire mesh data.

In the beginning of the simulation, the total number of particles of each type that compose the plasma is defined. The same amount of particles of each type is distributed among the processors. Mesh information and the particle positions are employed by each processor to generate a data structure that associates each particle to its corresponding finite element cell. Copies of the finite element mesh, source vector and the solution vector are kept in each processor memory, in order to proceed with the evolution of the assigned particle set. The methodology includes the following stages:

i) Charge distribution: each processor distributes the charge of each particle among the corresponding cell vertices, according to Eq. (3). These vertices correspond to the FEM nodal points, and so these charge contributions are stored in the local source vector of that type of particle. The local source vectors are then summed up composing the global source vector for each type.

ii) Field computation: the stiffness matrix is computed only in the first iteration since the mesh remains unchanged during the simulation. The field computation stage scales with the number of nodes and is considerably less time consuming than the stages that scale with the number of particles. Depending on the finite element order and on the size of the system to be assembled, parallel implementations of 2D FEM solvers present low efficiency for distributed memory machines connected by Fast Ethernet network. Thus, in this implementation the master processor executes this stage sequentially, and the resulting solution vector is broadcast to the other processors.

iii) Field interpolation and particle advance: each processor performs a loop over its particle set in
order to update their velocities and positions by means of the finite difference equations presented in section 2.4. The field on each particle is computed using the particle-cell association, i.e., each particle has a reference to the cell that contains it. After updating particle position, the particle-cell association data structure is efficiently updated by using the mesh connectivity information.

5. Results

In this section we present the results obtained for the simulation of plasmas composed of two particle types: electrons at an initial temperature of 10000 K, and protons at an initial temperature of 1000 K.

The particles have initially an uniform distribution and the velocities follow the Maxwell-Boltzmann distribution. The domain is a rectangle with dimensions of a hundred times the radius (length) of Debye. No external forces act on the plasma, i.e., the plasma oscillations are due only to the self-consistent field [16], and periodic boundary conditions are assumed for the particles.

Both particle types are advanced in the simulations, electrons and ions. In order to evaluate the speedup and scalability of the implementation, three sets of simulations are considered, with 100,000, 250,000 and 500,000 particles. The FE mesh is the same in all computations and the average number of particles in each cell is respectively 11.5, 28.8, and 57.6, for each number of particles.

The tests were carried out in a cluster of 12 computers with Athlon Barton 2500 processors, with 1 GB of main memory per node, connected by a Fast Ethernet network. Table 1 shows the processing times for different number of processors and Figure 4, the speedups obtained for the three simulations. It can be noticed that the speedup increases with the number of particles. Moreover, the sequential field computation causes small impact on the performance, since speedups are close to linear.

6. Conclusions

There are many parallel strategies for PIC simulations reported in the literature, as discussed in section 3. However, the best option depends on the algorithms, the dimensions and particularities of the particle system, and the available parallel architecture. For many years memory capability limited problem size in PIC simulations, and motivated research in parallel strategies that take advantage of memory scalability of distributed memory parallel machines. However, coarse granularity must be achieved in order to minimize communication costs, that are high is this kind of architecture. Complex schemes for data partitioning and communication have been proposed.

On the other hand, strategies like the one reported in by Lubeck and Faber [12] and the presented in this paper precluded large simulations, since memory limited data replication, and communication costs limited the use of many processors. However, given the larger amount of memory and higher communication bandwidth of current machines, these limitations have lessened considerably. In addition, it is possible to obtain a better performance by trading communication for processing by means of data replication.
amount of local memory and communication bandwidth, but this strategy allows the simulation of relatively large systems. The field computation stage is done sequentially, since its processing time is very small compared to the time spent in stages that depend on the number of particles.

The proposed parallel strategy requires fewer data exchanges and synchronization events between processors. Communication is only required for the reduction of the charge density vector and the broadcast of the field solution vector. This explains the good efficiency and scalability of the PPIC-FEM code, as demonstrated by the performance results obtained.
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