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Abstract: Onlinc scrvices based on cxtremely large volumes of acrial and satellite imagery arc be-
coming more and morc important, being cstablished both by public authoritics and private providers.
Technically, the requirement is to storc raster arrays of multi-Terabyte sizes and to offer flexible,
ctlicient support tor cxtracting rectangutar cutouts and performing raster operations such as zooming,
overlaying, channcl extraction, and derivation of valuc-added information like vegetation index.
Usually such image servers today arc implemented file based, becausce standard DBMSs currently do
not give adequate query support for the functionality sketched.

Providing maps and acrial imagery of Bavaria is the task of the Bavarian Land Survey Authority.
The statc of Bavaria covers 20% of the arca of Germany; its acrial photo coverage consists of 13,500
images. As the first German state, Bavaria has sct up a databasc server for Web-based raster image
access reeently, based on a combination of the array database middlewarc RasDaMan and Oracle.
The scamlcess acrial image, which has been compressed losslessly, occupics about 700 GB on disk. In
this contribution we present design rationaics, server architecture, and first experienee.

1 Motivation

. Incrcasingly raster data arc complementing vectorial

data in geo applications. On the onc hand, storage
facilitics allow to kecp substantial raster archives
online, on the other hand acquisition of raster data is

- rapidly getting casicr and less expensive. Addition-
Pally, timeliness of raster imagery is significantly

higher as comparced to vector data, due to the casier
acquisition.

This advance in technology is paired by a rap-
idly increasing user demand for flexible, ubiquitous
access to large archives of raster images and maps of
various types. A broad range of raster imagery has to
be considered in geo data management: grayscale
and colour acrial images, multi- and hyperspectral
satellite images, topographical raster maps, RADAR
and lascr scan, and Digital Elcvation Models
(DEMs). Somctimes it is desirable to keep older
versions, resulting in 3-D time scrics data cubes”.

Retricval technology for large raster repositorics,
however, is lagging behind. Often storage is done in
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a onc-file-per-image manncer, driven by the data ac-
quisition proccss rather than by uscr access patterns.
Raster archives today commonly arc implemented in
a file-based manncr; databascs scrve only for meta
data scarch, but not for image retricval itsclf. Onc
exception to this is TerraScrver [Ba-98] where maps
arc partitioned, and an apphlication scrver logic
retricves the small images from the databasc to put
them together. However, this 1s not the kind of scr-
vice onc would expect from a databasc: TerraScrver
offers a limited set of access functions (c.g. zoom
only 1n steps, but not arbitrary zoom levels) whereas
a query language would allow to tailor the result to
the user nceds. Conscquently, retricving the data
needed for processing and analysis involves a lot of
time and computing resources. The following exam-
ple we consider as representative for an important,
although still basic class of queries: “Overlay
selected channels of a multi-band  satellite image
with cadastral maps; colour all areas in blue that
would be flooded if water rose to level L, based on
the DEM: do this for the geographic area selected;
coom the result into myv browser window”. Notably,
cach of the map items has a distinct pixel resolution.
Ideally, onc would cxpect to formulate raster
image requests as querics which are answered by the
databasc management systems (DBMS) by returning
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the desired result tmage. Traditional DBMSs cannot
accomplish this, because multidimensional arrays or
multidlimensional - discrete daia (MDD) obviously
form a scparate, fundamentally distinct information
category aside from scts. object nets, and text. MDD
support, conscquently, requires new techniques in all
aspects of databasc architecture, such as modeclling
and query support, optimisation, and storage man-
agement.

A system offering all these classical database
features on raster maps is RasDaMan® [Ba-99, BF-
99, Ri-99, Wi-99]. It is implemented as middleware
running on top ot a rclational databasc system, ofter-
ing a query language strcamlined to scmantically
adcquate raster retricval.

In this paper, we present the raster database op-
crated by the Bavarian Land Survey Authority (Bay-
crisches Landesvermessungsamt, BLVA), a database
for interactive navigation on unbounded continuous
acrial image maps and for ad-hoc gencration of
various map products. This databasc has been built
with RasDaMan and Oracle.

The remainder of this paper is organized as
follows. In Scction 2, we highlight the BLVA raster
geo service tasks and requirements. In Section 3. a
bricl overview of the RasDaMan model. query
language, and architecture is presented. Scction 4
describes  the BLVA  databasc as it has been
implemented. Scction 5 reviews the state of the art,
and Scction 6 concludes the paper.

2 Geo Image Services in Bavaria

2.1 Tasks, Products, and Workflow

In Germany surveying and mapping is organized
federally. The main task of the surveying authoritics
within cach of the 16 German state’s land surveying
offices is to provide accurate and up-to date geo basc
data. These form the basis for more specialized pri-
vate geo data servicces.

A main concern of the federal surveying authori-
tics is to soon provide a digital geo data infrastruc-
turc which ensurcs continuous service to distributed
information services and further geo databascs, c.g.,
in public-private partnerships.

The Bavarian Land Survey Authority (BLVA) is
responsible for the production and provision of geo

" See wWww rasdaman.com

basc data such as topographical maps and acrial
images of Bavaria. In the past, cvery five years sys-
tematic - photogrammctric flights have been per-
formed to producc grayscale acrial images for the
entire of Bavaria at a scale of 1:15.000; since 2002,
images arc taken in colour and with a tfrequency of
three years. Bavaria. the largest state of the Federal
Republic of Germany, has about 20% of the Ger-
many arca.

Thesce acrial images comprise the source of a
popular product of the land surveying authoritics. the
geo-referenced (Digitaly Ortho Photo, DOP.

DOPs arc cut in a way that cach onc covers at
lcast the arca of a cadastral map (which has an
approximate size of 2.4 by 2.4 km) yiclding an aver-
age image size of 6,500 by 6,500 pixcls with 43 MB
file size. Since the introduction of the digital produc-
tion process for high-resolution ortho photos with a
pixel resolution of 40 cm in 1995, about 13.500
DOPs have been produced.

In current practice, the resulting images arc not
aligned with horizontal/vertical image boundarics,
hence a black rim of null values, i.c. grayscale value
0, 1s added by the imaging software (sce Fig. 1) to
achieve an axis-parallel bounding box.

As an aside, for topographical maps the situation

“is still morc complicated in that there is a large va-

ricty of products, pertaining to different combin-
ations of thc map layers, diffcrent colourings, and
different editions depending on the usage (c.g., stan-
dard and military edition).

2.2 Core User Requirements

DOPs form the starting point for various products,

ranging from purc artho photos to acrial image maps,

1.c., overlays of DOPs and the digital cadastral map.
In the past, gco data uscrs could order ortho

photos only by indicating the identificr according to

the cadastral nomenclature. This has scveral short-
conlings:

¢ Users have to know the nomenclature which fre-
quently is meaningless to them and makes or-
dering crror pronc; actually, cxpericnce in scv-
cral other German states shows that false orders
happen not just occasionally.

e Images always cover a whole erid squarc. Some-
times users want only a smallcr part but never-
theless have to order (and pay) the whole image,
somctimes they need a larger arca and get a sct
of files comprising the desired map.
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Fig. 1: Ortho photo with rim of null valucs

* Resolution is fixed, users can not indicate an
arbitrary scale factor and resolution which is fea-
sible for many practical applications (c.g., to get
a quick overview without moving hundreds of
Megabytces of data).

Hence, it is desirable to have just onc scamless
map on which users can navigate onlinc and inter-
actively (based on visual inspection or on featurcs
such as citics or ZIP codes) and where they can
sclect a zoom factor arbitrarily. As an additional
benefit, such an approach requircs considerably less
human cffort to satisfy customer requests, This is
urgently needed in view of the anticipated wave of
uscr requests — for cxample, in the state of Hassia
where geo data access now s for free for public
authoritics, 7,000 regions — cach involving a sct of
DOPs ~ have been requested in the first three months
of 2002 alone.

In the past, these images have been stored in a
CD juke box. To achieve onling interactive access, it
was decided to switch to a database system. Critical
requirements were [GH-02]:

* Access to any arca at any zoom level within a
sccond,;

¢ Handling of all the raster map types occurring,
ranging from binary topographical maps up to
RGB colour ortho photos and floating point
DEMs, all with individual resolution;

*  Flexibility to perform not just zoom and pan, but
also overlaying, colouring, high-resolution data
export, etc.; it was felt that a query language of-
fers substantial  benefits  wrt. tlexibility and
openness for future functionality requirements:

* Image storage in a databasc to obtain all the
classical databasc benefits like high-level inter-
faces, transaction support, query optimisation;

* A clean multi-tier component architecture with
open, standard conformant interfaces.

2.3 OGC Geo Server Standards

For raster services, two Open GIS Consortium
(OGC) specifications arc particularly relevant, the
Web Map Server (WMS) Implementation Specificar-
ionn and the Web Coverage Server (WCS) Implem-
entation  Specification’. Several  vendors alrcady
support WMS: WCS, which focuscs on multidimen-
sional raster data, is still in progress; implementa-
tions exist, to the best of the authors’ knowledge,
only in the academic ficld for now”.

OGC WMS was decided to form the central
client interface for the BLVA server. For the server
components, a combination of the multidimensional
raster server RasDaMan and relational Oracle was
choscen after a thorough selection process.

3 The RasDaMan Array Server

RasDaMan is middlewarc specialized on large n-
dimensional arrays. Its algebra-based query language
[Ba-99, BF-99], RasQL, cxtends standard SQL92
with dcclarative raster operators. Scrver-based query
cvaluation relies on algebraic optimisation [Ri-99]
and a specialised array storage manager [Wi-00].

3.1 Conceptual Model

The conceptual model of RasDaMan centers around
the notion of an n-D array (in the programming lan-
guage sense) which can be of any dimension. spatial
extent, and array cell type. Following the relational
databasc paradigm, RasDaMan also supports scts of
arrays. Hence, a RasDaMan databasc can be con-
ceived as a sct of tables where cach table contains a
single array-valued attributc, augmented with an OID
system attribute.

Arrays can be built upon any valid C/C++ typc,
be it atomic or composed ("struct")., bascd on
ODMG's [Ca-97] type definition language. Arrays
arc defined through a template marray<b,d> which
is instantiated with the array basc type b and the
array extent (spatial -domain) q. specified by the

* see www.o DCNEEs Ory
" as for an cxample, a WCS service is accessible under
hitp:/icoweb.dir de:ROSQ/wes-ows 1/
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lower and upper bound for each dimension. Thus, an
unbounded colour DOP can be defined by

typedef marrav

< struct{ char red, green, blue; Foolovaw, wiw )

> ColourOrtholmg;

3.2 Array Retrieval
Like SQL. a RasQL query returns a sct of items (in
this casc MDD objccts).

Trimming produces rectangular cut-outs, speci-
ficd through the corner coordinates.

Example 1: “4 cu-our benveen (1000.1000)
and (2000.2000) fiom all ortho images™:
SELECT OrthoColl{1000:2000,1000:2000]
FROM OrthoColl

For cach operation available on the cell (i.c.,
pixel) type, a corresponding indiced operation is
provided which simultancously applics the base
operation (o all MDD cells. Both unary (c.g., record
access) and binary operations (c.g., masking and
overlaying) can be induced.

Example 2: "Topographical map bit laver 3
ovedlaid with the (gravscale) oriho image":
SELECT Ortho overlay bit( Map, 3 ) * 255¢
FROM Map, Ortho

In general, MDD expressions can be used in the
SELECT part of a query and, if the outcrmost CXPress-
ion result type is Boolcan, also in the wHERE part. Sce
[Ba-99] for further query constructs such as condens-
crs (the MDD counterpart to aggregates).

The expressiveness of RasQL cnables a wide
range of signal processing, imaging, and statistical
opcrations up to, ¢.g., the Fouricr Transform. The
expressive power has been timited to non-recursive
operations, thereby guaranteeing termination of any
well-formed query.

3.3 Physical Array Storage

RasDaMan storage is based on the partitioning of an
MDD object into files, i.c., sub-arrays {FB-99]. Aside
from regular grids. any user or system generated par-
titioning is possible (Fig. 2). A geo index (currcently:
R-trec) is employed to quickly determine the tiles
affected by a query. Optionally tiles arc compressed
using onc of various techniques, using lossless or
lossy (wavelet) algorithms; morcover, query results
can be compressed for transfer to the client. Both
tiling strategy and compression comprise database
tuning parameters,

Fig. 2: arbitrary 2-D tiling

Tiles and index are stored as BLOBs in a rcla-
tional databasc which also holds the data dictionnary
nceded by RasDaMan’s dynamic type system.

Implementing an index on top of the relational
DBMS of course incurs some performance penalty.
However, despite the large body of discussion on
various indexing techniques, our obscrvation is that
indexing influcnce on performance actually s sec-
ondary. Taking far less than onc percent of overall
query exccution time, we consider the index not
worth decp experimenting at the moment.

Data units with different growth behaviour are
scparated into  different  tablespaces so  that the
admmistrator can control growth (and cventually
migration) individually. For cxample, RasDaMan
data dictionary. index data. and raster blob data
reside in different tablespaces.

Adaptors arc availablc for Oracle, IBM DB2. and
IBM Informix. A coupling with object-oricnted O2
has been done carlicr, showing the widc range of
DBMSs with which RasDaMan can intcroperate.

3.4 Query Evaluation

Querics arc parsed, optimiscd, and exccuted in the
RasDaMan server. The parser reccives the query
string and generates the operation tree. A number of
optimisations is applicd to a query tree prior to its
execution [Ri-99]. Of the 150 hcuristic rewriting
rules, 110 arc actually optimising while the other 40
scrve to transform the query into canonical form. All
rules are based on the algebra.

Exccution of querics is paraliclised. Right now.
RasDaMan offers inter-query parallclism: A - dis-
patcher schedules requests into a pool of server proc-
csses on a per-transaction basis. Current rescarch
work involves intra-query parallelism where the
query tree transparcntly is distributed across avail-
able CPUs or computers in the network [Ha-02].
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Fig. 3: overview image of Bavaria DOP map
(zoom of thc DOP map to browscr window sizc)

First performance results arc promising, showing
speed-up / #CPU ratios of 93.5%.

4 The BLVA Databasc
The BLVA databasc contains a scamless grayscale
DOP map (Fig. 3) covering the whole arca of
Bavaria with approximately 70,000 squarc kilome-
tres at a ground resolution of 40 cm. At the time of
this writing, the scamless statewide ortho photo
resides in the raster scrver. All data contents has been
verified down to pixel level

Obviously radiomctric correction is not complcete
in Fig. 3. Currently, up to thousand DOPs can be
radiometrically balanced simultancously. In genceral,
radiometric corrcction 1s a photogrammctric image
proccssing task in the preprocessing phase and, as
such, beyond the scope of the raster scrver itself.

4.1 Decsign Issues and Image Import

The DOPs have been merged into the single seamless
image of size 950,000 x 1,000,000 pixels. The basc
data sct consists of 13,500 images: they have been
stored, however, grouped by county, with duplicates
to cnsurc that cvery county is covercd completely.
Including these duplicates there is a total of 16,500
images. While in principle the base sct of 13,500
images is sufficient as data source, it would have
been too tedious a task to sort out images not nceded,
hence simply all 16,500 were imported.
A couplc of complications had to be overcome:

Fig. 5: OGC vicewcer accessing the map databasc

e  During the flight campaign, acrial images tenta-

tively arc taken in an overlapping way. This data
rcdundancy has to be handled.
Decision was made to neglect redundancy duce to
overlaps: during import a simple “last pixel
wins” stratcgy was adopted. The slight loss of
information 1s morc than outbalanced by the
casier handling for the users who can navigate
now over a single, continuous, coherent arca.

e The null values in the rim of cach file have to be
removed during import. RasDaMan offers two
ways to handlc this: cither by passing a polygon
bounding box for cach image which delincates
meaningful valucs, or by defining a pixel value,
in this casc: 0, as transparcnt valuc.

As the sccond alternative incurs small crrors in

situations where the actual intensity valuc within

the DOP by coincidencc is zero, the first strateg
was adopted.

Databasc sct-up is as follows. In a first run, an
empty overall map is generated. This allows, among
others, to sct global paramcters such as compression
and tiling schemes used. Notably, compression has to
bc lossless — as a public authority, BLVA must be
able to deliver original, unmanipulated data. This
excludes techniques such as ECW [EC-02] which
rcly on lossy wavelet-based compression. From the
various compression schemes availablc in RasDa-
Man, z1lib was chosen. This is a public domain
compression algorithm which is used, c.g.. in GNU
zip. The tiling schemc used was a simple one which
poses an upper limit of about 250 kB on tile size.

To specd up zoom access, an image pyramid
[BA-83] is maintainced by thc RasDaMan server. Al-
together, nine layers are maintained.
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4.2 Overall Architecture

The RasDaMan v5.0 middleware with the underlying
relational databasc Oracle 8.1.7 is hosted on a DEC
AlphaServer 4000 wit 2 processors of 533 MHz
clock, 2 GB main memory, and operating system
Tru6d4 v4.0f This server hosts not only the raster
databasc, but several more scrvices like the ILIAS
data catalog.

The raster part of the Oracle database occupics
in exeess of 700 GB. After various tesis of different
physical databasc designs 1o get experience with
issucs such ag backups of huge volumes on DLT
tapes. an Oracle datafile size 0f 20 GB was chosen.

RasDaMan is operated with five paralcl server
processes  for satistying an expeeted clientele of
about 5,000 users.

The WMS interface is implemented in Java
using the Tomeat serylet cngine. The use of an enter-
prisc beans container in the application tier s
planned. Duc (o the platform independence of the
OGC WMS interface it is possible to implement a
varicty of different front-cnds at the client-ticr. In
Fig. 6, an lfl'l‘ML/.la\/aScripl based client displays the
result of an WMS-conformant http request.

4.3 Performance Resulty
Benchmarking was done on a Pentium 11l based
Linux notcbook (650 MHz) with 256 MB main
memory. It ran an Oracle 8.1 7 server together with
the RasDaMan server and the query client, plus the X
server, which actually brought the machine to swap-
ping in some situations. Data scts used were g
36,000x36.000 ortho image and a 48,000x47.000
topographical map (1:10,000) containing ninc the-
matic laycrs. The IPEG images gaencrated  were
between 10 kB and 25 kB in size. Ortho image zoon
factors were chosen randomly, no difference was
obscrved in response time. Each query was run five
time, times measured wcere averaged.

Query 1: “From the gravscale ortho image, q
cul-out scaled 10 window si=e, in JPEG formar
SELECT jpeg( scale(Ortho[xO:xl,yO:yl],f) )

FROM Ortho

Query 2: “From the lopographical map, the
Streets laver in red \vith background bluch: cut-out
area (v0.30) to (v] Y1) scaled 10 window Size™:
SELECT jpeg(

scale(bit(TklO[xO:xl,yO:yl],streets),
£) + {0c,0c,255c} )
FROM  Tkio

Query 3: “7pe Digital Elevation Model (DEM),
coloured in three Seps: 0.000 5.0 in rod. 5.0 1, 100.0
ingreen, above 100, 0in blue:
SELECT (Dem < 5.0) * {255¢, 0c, oc}
+ (Dem » 5.0 AND Dem <« 100.0}
* {0c,255c,0c}
+ (Dem > 100.0) + {Oc,Oc,255c}
FROM Dem
The table below summarises measurements.

Table 1: Benchmark of the example qucries.

Query typ tal ela

In summary, the mOosL important function -
zZomoing into the tmage (sce Fig. 6) ~ can be accom-
plished typically in lcss than onc second on less than
common hardware.

5 State of the Art

lmage processing  packages  are widely used in
remote scnsing. They offor advanced image proc-
cssing algorithms, but lack data Management capa-

“bilitics such gs sub-image extraction from a scveral

hundred GB continuous imagc.
For fast zoom and pan on mosaicked image file

SCIS, many products are available, c.g., [Li-02].
Access is done through low-fcvel Ap] librarics

instcad of high-level, model-based query  support
with internal optimisation and without flexible image
extraction functionality, such as hyperspectral chan-

Fig. 6: Zoom into the Bavaria imagc databasc
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nel extraction, overlaying. and ad hoc thematic col-
ouring. Most important, file-based solutions per se
do not scalc very well.

Relational DBMSs, designed to scale well indeed,
waditionally storc multidimensional arrays as un-
structured BLOBs (“binary large objects™) intro-
duced by Loric as “fong ficlds™ [Lo-82]. This tcch-
nique cannot give any support for operations beyond
linc-by-linc access, something clearly not feasible for
large archives.

Objcct-relational databasc systems (ORDBMSs)
allow to add ncw data types, including access opcra-
tions, to the server [SD-98]: cxamples for such a data
type is Oracle Intcrmedia. Arrays, however, arc not a
data /ype. but a data type construclor (“tcmplate™),
paramctrized with cell type and dimension — scc
Scction 3.1, Such templates arc not supported by
ORDBMSs. hence a separate data type has to be
defined for 2-D grayscale ortho images, 2-D hyper-
spectral MODIS imaggs, 4-D climate models, ctc.
Furthermore, scrver internal components arc not pre-
parcd for the kind of opcrations occurring in MDD
applications, thercfore important optimization tech-
niques like tile-based pipclining and paraliclization
of array query trees arc difficult to implement.
Finally, implementing the whole RasDaMan system
as an Oracle cartridge, DB2 extender, ctc. would
mean a complete loss of portability. Hence, we feel
that ORDBMSs currently arc not an option in array
data management, at lcast for deployment cycles
mcasured in industrial timescales.

Some rescarch focuses on specific raster data-
basc aspects, such as data storagce [SS-94] and data
modecls [LM-96, MS-99]. While there are interesting
results, thesc have not (yct) madc their way into
opcrational systems, and they arc not supported by an
appropriatc ovcrall architecturc. RasDaMan, conv-
crscly, is a complcte multidimensional array DBMS
product. It is being used in 12 countrics over Europe,
Russia, and USA for, 2-D ortho image maps, 3-D
satellitc image time scries, 4-D climate simulations,
and othcrs.

6  Summary and Qutlook

Management of gco imagery in databascs is an
cmerging arca reeeiving growing attention. Technol-
ogy is at a point where databases as a substitutc to
homegrown file-bascd image management arc con-
sidered. albeit sometimes still with doubts among
uscrs and content providers. The BLVA case clearly

demonstrates  feasibility and  scalability of large
image databases. Actually, we believe that the 700
GB scamless ortho image of Bavaria is the largest
image that has been accessed by query language up
{0 now.

Mecantime a mass cxport has taken place where
the whole databasc contents was cxported via the
OGC WMS interface, showing the scalability of the
OGC WMS interface.

Databasc size will approximatcly triple by
switching from grayscalc to colour images. so that
the scamless colour image is expected to occupy 2
TB compressed then. Further it is planned to bring
other raster types into the databasc, such as DEM and
topographic rastcr maps.

Although RasDaMan is implemented as an addi-
tional ticr on top of a rclational DBMS, pcrformance
turned out to be clearly supcrior to filc-bascd
approaches: in fact. a broad range of practically rcle-
vant querics on ncar-Tcrabyte databascs performs in
the sub-sccond arca cven on PC scrvers.

Beyond performance, however, we sce turther
advantages in the enhanced functionality provided by
the query language approach. and in genceral by
bringing standard databasc benetits such as multi-
user synchronisation, transaction support, and con-
cisc, explicit schema modelling to the arca of raster
data management. Finally, storing gco imagges in the
databasc together with meta and vector data not only
cases administration, but also cnhances data consis-
tency considerably.

BLVA is going to cstablish a digital geo data
infrastructure where the RasDaMan  databasc will
form a main component at the back-ticr for the online
retricval of DOPs.

On the architcctural side. next steps include in-
troduction of load balancing techniques to accommo-
date  hcavily  parallel  access and failover
hardwarc/software redundancy towards 7x24 scrvice
availability.

Current rescarch work of FORWISS on RasDa-
Man cncompasscs parallel query cvaluation, ad-
vanced optimisation for complex statistical qucrics,
and tapc silo support.
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